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1. Introduction
In RAN2#101 meeting, the following agreements on PDCP duplication were achieved [1]:
Agreements
1. For activating PDCP duplication, the current BS calculation doesn’t need to be changed for both CA and DC cases. 
2. FFS Bj is reset when duplication is activated.
3. In case of deactivating PDCP duplication, the current BS calculation doesn’t need to be changed for both CA and DC cases. 
4. As a baseline, no new BSR trigger condition is introduced to support packet duplication.  FFS if there is a problem to address for CA
5. There is no enhancement for PBR execution. For a split bearer, one PBR value is used regardless of whether duplication is activated or deactivated.
6. The UE shall not flush the HARQ buffer when packet duplication is deactivated
7. FFS if duplication MAC CE is de-coupled from SCell deactivation MAC CE.    
8. BWP switching does not impact packet duplication

There are still some FFS left on 1) whether duplication MAC CE is de-coupled from SCell deactivation MAC CE and 2) whether Bj is reset upon duplication (re)activation. In this document, these issues will be discussed. Furthermore, CA and DC duplication MAC CE for UEs connected to both MCG and SCG is also discussed.
2	Discussion
2.1	SCell (de-)activation and Duplication (de-)activation
[bookmark: _Ref510538726]2.1.1	Deactivated SCell
The SCell can be deactivated by the network by SCellDeactivation MAC CE or implicitly deactivated when the SCell deactivation timer expires. Therefore, the network is aware of the state of the SCell. When the SCell is deactivated, activating PDCP data duplication also requires that the SCells used by both LCHs are activated. For the sake of simplicity, we consider only one SCell is de-activated in the following analysis. There are two alternatives for the SCell activation.
Alternative 1: The SCell is activated implicitly when the PDCP duplication MAC CE is received. 
In this alternative, the activation of the PDCP duplication will implicitly activate the SCell which is configured for duplication. In this case, the SCell is activated when PDCP duplication activation command is received other than SCell activation command.
[image: ]
Figure 1 The SCell is activated implicitly when the PDCP duplication MAC CE is received
Alternative 2: The SCell activation MAC CE is decoupled with PDCP duplication
In alternative 2, duplication may be activated without SCell activation if the network does not send SCell activation command to the UE. However, since the network knows the state of the SCell, i.e. active or inactive, it can send SCell activation command together with duplication activation command to the UE. This procedure comes at the cost of additional SCell activation signaling compared with alternative 1. But regarding to the radio resource cost, only 2 bytes or 5 bytes are carried for SCell activation command with MAC CE subheader, i.e. 2 bytes is used for 5 carriers and 5 bytes are used for 32 carriers, which only occupies few PRBs. Besides, since the two MAC CEs are in the same payload, no extra PDCCH is consumed.
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Figure 2 The SCell is activated explicitly with SCell activation command when duplication is activated
Furthermore, even though this is not expected, if it happens that for some period of time the duplication is activated for an SCell which is inactive, as stated in [2], same thing will occur when the corresponding SCell is not scheduled. For such cases some SDU discard procedures upon successful transmission on the other leg were introduced. Therefore, even if duplication is not deactivated, everything is under network control and no big problem will be caused.
From the analysis above, it is proposed that:
Proposal 1: The SCell activation is decoupled from the PDCP duplication activation.
2.1.2	Activated SCell
In this section, we will discuss whether PDCP duplication should be deactivated when the SCell is deactivated. The SCell can be deactivated when SCellDeactivation command is received or the ScellDeactivationTimer expires. Like the duplication deactivation procedure, the network knows when the SCell turns to inactive state. Similarly, there are two alternatives.
Alternative 1: The PDCP duplication is implicitly deactivated when the corresponding SCell is deactivated.
It is specified that the transmission and reception will be stopped when the SCell is deactivated, e.g. SRS, PUSCH, PUCCH, PDCCH monitoring etc. With this alternative, the duplication function should also be disabled.
[image: ]
Figure 3 The PDCP duplication is implicitly deactivated when the corresponding SCell is deactivated
Alternative 2: The SCell deactivation is decoupled with PDCP duplication
In this alternative, there are three cases discussed below.
a)	Case 1: The network does not send duplication deactivation MAC CE to the UE, and the network only sends SCell deactivation command. If so, RLC with duplication function will continue to generate PDUs to MAC. And data will pile-up in the de-activated leg. As discussed in Section 2.1.1, the generated PDUs in the deactivated SCell will be discarded upon successful transmission on the other leg. Therefore, even if duplication is not deactivated, everything is under network control and no big problem will be caused.
b)	Case 2: The network sends duplication deactivation command together with SCell deactivation command to the UE, for example, when the network sends scellDeactivation MAC CE to the UE as illustrated in Figure 4. Same issue, i.e. signaling cost will happen as in section 2.1.1. And the same conclusion holds that only few PRBs will be occupied.
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Figure 4 The duplication is deactivated by duplication deactivation command
c)	Case 3: The scellDeactivationTimer expires, and the network does not send duplication deactivation command to the UE. Once the scellDeactivationTimer expires, it means there hasn’t been any uplink/downlink transmission for a while and the duplication transmission/reception is not triggered. Consequently, no big issue will be caused in this case.
Therefore it is proposed that: 
Proposal 2: Duplication deactivation is decoupled from SCell deactivation.
2.2	Bj reset
There is one FFS on whether Bj is reset when duplication is activated. In this section, we analyze two typical options, and reasonable conclusion is presented.
Bj is maintained for each logical channel j in MAC. It will be initialized to zero when the logical channel is established. Bj will be incremented by PBR * T, where T is the time elapsed since it was last updated. The maximum value for Bj is PBR*BSD indicating the maximum bucket size, where PBR and BSD is configured by RRC. 
When the duplication is activated, there are two options. Option 1, Bj is reset when duplication is activated as depicted in Figure 5a). In this option, Bj is initialized to zero when duplication activation command is received. Option 2: Do not reset Bj when duplication is activated. In this option, Bj may have reached PBR*BSD when the PDCP duplication activation command is received. It will fluctuate as scheduling continues with higher value as shown Figure 5b).Compared with option 1, Bj is started from the maximum value in option 2. Naturally, the averaged value of Bj will be higher than that in Option 1. However, upon duplication deactivation, only one leg is deactivated, and data is transmitted continuously on the activated leg with Bj normally updated. While there is no data transmitted in the other leg and Bj keeps growing until it reaches the maximum value. This will clearly cause unbalance and unfair Bj status between the legs upon duplication (re)activation.
Therefore, it is proposed that:
Proposal 3: Reset Bj when duplication activation command is received. 


Figure 5a) Option a: Bj is reset when duplication is activated

 
Figure 5b) Option B: Bj is not reset when duplication is activated
2.3	CA and DC duplication for UEs connected to both MCG and SCG
We agreed in RAN2#99 that:
Agreements
1	We will not support MAC CE activation/deactivation of duplication within LTE MAC.
2	We will not support the CA duplication in LTE
3	CA duplication is supported for all non-split UM DRBs if the bearer uses NR-PDCP, for all architecture options (apart from cases excluded by 1 and 2)
FFS: for AM DRBs and SRBs
4	DC duplication is supported for all split DRB and SRBs if the bearer uses NR-PDCP, for all architecture options
5	We will not introduce new bearer type changes into RRC, but user plane session can discuss and decide terminology for DC duplication, CA duplication, split bearer operation, etc (Some clarification is needed for how to handle CA duplication within the current bearer type change discussion)
All possible duplicate DRB types are shown in Figure 6. DRB1 is a CA duplicate DRB in MCG, and DRB4 is a CA duplicate DRB in SCG. DRB2 is a DC duplicate DRB via MCG split, and DRB3 is a DC duplicate DRB via SCG split.
 [image: ]
[bookmark: _Ref503442084]Figure 6 All possible duplicate RB types
We need to clarify the meaning and usage of duplication activation/deactivation MAC CE in these cases.
Firstly, In RAN2 AH#1702, we agreed:
Agreements:
2	UE acts on MAC CEs received from MCG and SCG. No UE behaviour will be specified to manage a conflict between the commands received from MN and SN. 
FFS Whether UL packet duplication for spit bearer applies for EN-DC.
From the agreement, any node can activate/deactivate DC duplicate DRBs. Then the DC duplicate DRBs should be mapped to the duplication activation/deactivation MAC CEs of both nodes.
Proposal 4: Confirm that the DC duplicate DRBs should be mapped to the duplication activation/deactivation MAC CEs of both nodes.
Then the remaining question is how to map the CA duplicate DRBs existing in one node.
There are two options:
· Option 1: unified duplication activation/deactivation MAC CEs in MCG and SCG
In option 1, gNBs and UE construct/interpret the duplication activation/deactivation MAC CEs based on all duplicate DRBs (including CA and DC) configured for the UE. 
When a network node sends a duplication activation/deactivation MAC CE, it includes all bits corresponding to all duplicate DRBs configured for the UE, including the CA duplicate DRBs of the other network node. Since it does not make sense that SCG controls the activation/deactivation of CA duplicated DRBs of MCG (and vice-versa) UE should always disregard those bits. UE can identify which bits are relevant according to the MAC entity transmitting the MAC CE.
One example is shown in Figure 4. DRB1 is a CA duplicate DRB in MCG, and DRB3 is a CA duplicate DRB in SCG, while DRB2 is a DC duplicate DRB via MCG split. The MAC CE format in option 1 can be illustrated as in Figure 8a) and Figure 8b). The DRB bits in the MAC CE bitmap for MeNB and SeNB should be the same. If the DRB bit is used for one gNB, it can’t be used for the other gNB. For example DRB bit#1 is occupied by MeNB, it can’t be used for SeNB. In this option, MeNB and SeNB should exchange via Xn their DRB IDs for each duplicated DRB to guarantee a unified format for duplication (de-)activation MAC CE.
[image: ]
Figure 7 Example of DRB duplication configurations in two DC nodes
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Figure 8a) Unified MAC CE bitmap in MgNB for the above example
[image: ]
Figure 8b) Unified MAC CE bitmap in SgNB for the above example
In RAN2#97bis, we got below agreement. Then the DC duplication (via MCG split or SCG split) should be decided and configured by MCG because all DRB IDs are allocated by MCG.
Agreements
1: When both MCG and SCG reconfiguration is required due to coordination, the SCG reconfiguration message must be encapsulated in an MCG RRC message that also carries the corresponding MCG reconfiguration that ensures that the combined configuration is valid.
The issue with option 1 is SCG should get the configuration of CA duplicate DRBs in MCG. Since it is unnecessary for SCG to know the information of MCG bearers, option 1 will increase the overhead in Xn interface as well as the gNB complexity.
· Option 2: separate duplication activation/deactivation MAC CEs in MCG and SCG
[image: ]
Figure 9a) MAC CE bitmap in MgNB for the example of Figure 7[image: ]
Figure 9b) MAC CE bitmap in SgNB for the example of Figure 7
In option 2, gNB and UE construct/interpret the duplication activation/deactivation MAC CE according to the duplicate DRBs within the link between the gNB and UE. UE maintains two duplication activation/deactivation MAC CEs (different bitmaps) from different NW nodes. One example is depicted in Figures 6-a and 6-b showing the mapping of the UE’s duplicated DRBs on the MAC CE bitmap of the MgNB and SgNB respectively. As can be observed, Option 2 also respects the agreement that “mapping between DRB and the MAC bitmap is based on order of DRB ID(s) of the duplicate configured DRB(s)”, with the addition that it is restricted to the DRB ID(s) of the duplicate configured DRB(s) in each CG. 
[bookmark: OLE_LINK23][bookmark: OLE_LINK24]The two options can achieve the same effect. The differences between the two options are signaling overhead in Xn and complexity. In option 1, SCG needs to know the CA duplicate DRBs in MCG. It will increase unnecessarily signaling overhead between MCG and SCG and gNB complexity. In option 2, UE should maintain two duplication activation/deactivation MAC CEs and identify the MAC CE format based on the NW node transmitting the MAC CE. Since there are two separate MAC entities in the DC case and UE should maintain the two MAC entities simultaneously, it seems the complexity of maintaining two duplication activation/deactivation MAC CEs is negligible. Then we prefer option 2.
Proposal 5: When UE is connected to both MCG and SCG, UE maintains two separate duplication activation/deactivation MAC CEs from MCG and SCG. Each MAC CE bitmap only indicates the duplicate DRBs in the corresponding network node.
3	Conclusion
In this document, the left issues are analyzed. It is proposed that:
Proposal 1: SCell activation is decoupled from PDCP duplication activation.
Proposal 2: Duplication deactivation is decoupled from SCell deactivation.
Proposal 3: Reset Bj when duplication activation command is received. 
Proposal 4: Confirm that the DC duplicate DRBs should be mapped to the duplication activation /deactivation MAC CEs of both nodes.
Proposal 5: When UE is connected to both MCG and SCG, UE maintains two separate duplication activation/deactivation MAC CEs from MCG and SCG. Each MAC CE bitmap only indicates the duplicate DRBs in the corresponding network node.
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[bookmark: _Toc510431893]5.10	Activation/Deactivation of PDCP duplication
If one or more DRBs are configured with PDCP duplication, the network may activate and deactivate the PDCP duplication for the configured DRB(s).
The PDCP duplication for the configured DRB(s) is activated and deactivated by:
-	receiving the Duplication Activation/Deactivation MAC CE described in subclause 6.1.3.11.
The MAC entity shall for each DRB configured with duplication:
1>	if a Duplication Activation/Deactivation MAC CE is received activating the PDCP duplication of the DRB:
2>	indicate the activation of PDCP duplication of the DRB to upper layers;
2>	apply the allowedServingCells to the logical channels of the DRB;
2> reset Bj (see subclause 5.4.3.1) for the logical channel mapped onto the secondary RLC entity.
1>	if a Duplication Activation/Deactivation MAC CE is received deactivating the PDCP duplication of the DRB:
2>	indicate the deactivation of PDCP duplication of the DRB to upper layers;
2>	not apply the allowedServingCells to the logical channels of the DRB.
Editor's Note: PDCP duplication is not complete and is targeted for completion in June 2018.

	Start of 2nd change



[bookmark: _Toc510431926]6.1.3.11	Duplication Activation/Deactivation MAC CE
The Duplication Activation/Deactivation MAC CE of one octet is identified by a MAC PDU subheader with LCID as specified in Table 6.2.1-1. It has a fixed size and consists of a single octet containing eight D-fields. The Duplication Activation/Deactivation MAC CE is defined as follows (Figure 6.1.3.11-1).
-	Di: this field indicates the activation/deactivation status of the PDCP duplication of DRB i where i is the ascending order of DRB IDs configured with duplication within the node sending the Duplication Activation/Deactivation MAC CE. The Di field is set to one to indicate that the PDCP duplication of DRB i shall be activated. The Di field is set to zero to indicate that the PDCP duplication of DRB i shall be deactivated.


Figure 6.1.3.11-1: Duplication Activation/Deactivation MAC CE
Editor's Note: PDCP duplication is not complete and is targeted for completion in June 2018.
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