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Introduction
The intention of this contribution is to share one possible implementation based solution for the UL QoS flow remapping.
Discussion
Some discussion on the QoS flow remapping has been made in previous RAN2 meeting and it is agreed that “For DL it is left up to gNB implementation.”. However, it is still FFS for UL. 
From the UL QoS flow remapping operation, once the UL data packet of the QoS flow has been detected on the new DRB, the gNB can know the new QoS flow mapping configuration has already been used on the UE side. In addition, considering once the QoS flow is remapped, the UE will not deliver data of the QoS flow to the original DRB, the packet transmitted on the new DRB is always newer then all the packet buffered in the original. 
Observation 1: For the remapped QoS flow, the data packet received on the new DRB is always newer than all the packets of the QoS flow buffered on the original DRB (e.g. blocked in PDCP/RLC buffer).
According to the PDCP specs, once a new packet is received, a reordering timer will be started, and once the T-reordering timer expire, the PDCP will move the reception window, and all the packet fall out of the window will be considered as “late packet” and be discarded. For the QoS flow remapping operation, we think the similar operation can be considered. Once the data packet is detected on the new DRB, the gNB can start one special T-reordering timer, and buffer all the data received from the new DRB. Once the timer expired, the gNB forward all the buffered data to the SDAP and discard the following packet from the original DRB, which should be treated as “late packet”.
Observation 2: Similar as the T-reordering operation in PDCP, once the data packet is detected on the new DRB, the gNB can start one special T-reordering timer, and buffer all the data received from the new DRB. Once the timer expired, the gNB forward all the buffered data to the SDAP and discard the following packet received from the original DRB, which will be treated as “late packet”.
For the length of the timer. Although the configuration of the T-reordering timer for UL PDCP is not specified, the NW side will maintain such timer for each DRB(PDCP) by implementation anyway. Therefore, the length of the special T-reordering timer can be set to Max{T-reordering of the original DRB(PDCP), T-reordering of the new DRB(PDCP)}. In addition, considering the discard timer will be configured to UE for UL PDCP, another alternative is to set the timer to Max{Discard timer of the original DRB(PDCP), Discard timer of the new DRB(PDCP)}. In case the T-reordering timer/ Discard timer is infinity, it means the services is not delay sensitive (i.e. the delay is not an issue in such case), thus the NW side can determine a longer value for the special T-reordering timer by implementation .
Observation 3: The length of the special T-reordering timer can be set to the Max{T-reordering of the original DRB(PDCP), T-reordering of the new DRB(PDCP)}, or Max{Discard timer of the original DRB(PDCP), Discard timer of the new DRB(PDCP)}. In case the T-reordering timer/ Discard timer is set to infinity, it means the service on the QoS flow is not delay sensitive, thus the NW side can determine a longer value for the special T-reordering timer by implementation.
Based on the observation 1&2&3, one figure for the implementation based solution is given as follow:



Figure 1. Example for the timer based solution on NW side for the UL QoS flow remapping
As shown in the figure above, the implementation based solution consist of the following steps:
· Step 1: gNB send the QoS flow remapping command to UE, the command can be carried either on RRC signaling, or on SDAP header through reflective QoS.
· Step 2: Once UE receive the QoS flow remapping command, the UE switch the UL mapping of QoS flow immediately (i.e. send the data of the QoS flow on the new DRB once the command is received).
· Step 3: Once gNB detect the UL data Of the QoS flow on the new DRB, the gNB start one special T-reordering timer for the remapped QoS flow, and buffer all the coming data of the QoS flow from the DRB (at the meantime, the data of the QoS flow from the original DRB will still be forwarded to SDAP). 
· Step 4: Once the timer expired, the gNB stop to forward the data of the QoS flow from the original DRB (e.g. the SDAP discard all the data of the QoS flow from the original DRB) and forward all the data buffered in the new DRB to SDAP.
Based on the discussion above, we think the UL QoS remapping can be handled by the NW implementation solution, and give our proposal as follow:
Proposal 1: The UL QoS flow remapping can be handled by the implementation based solution on the NW side and no standardization work is needed. 
Conclusion
Based on the analysis given above, we give our observation and proposal as follow:
Observation 1: For the remapped QoS flow, the data packet received on the new DRB is always newer than all the packets of the QoS flow buffered on the original DRB (e.g. blocked in PDCP/RLC buffer).
[bookmark: _GoBack]Observation 2: Similar as the T-reordering operation in PDCP, once the data packet is detected on the new DRB, the gNB can start one special T-reordering timer, and buffer all the data received from the new DRB. Once the timer expired, the gNB forward all the buffered data to the SDAP and discard the following packet received from the original DRB, which will be treated as “late packet”.
Observation 3: The length of the special T-reordering timer can be set to the Max{T-reordering of the original DRB(PDCP), T-reordering of the new DRB(PDCP)}, or Max{Discard timer of the original DRB(PDCP), Discard timer of the new DRB(PDCP)}. In case the T-reordering timer/ Discard timer is set to infinity, it means the service on the QoS flow is not delay sensitive, thus the NW side can determine a longer value for the special T-reordering timer by implementation.
Proposal 1: The UL QoS flow remapping can be handled by the implementation based solution on the NW side and no standardization work is needed. 
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