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1 Introduction

In RAN2#100 and AH1801 meeting, the effects of NR high data rates effects on the UE were initially discussed [1]. In this contribution, we further investigate the high data rate impact on packet discard in NR. 

2 Discussion
With the wireless technology development and the increasing demand on high rate and low latency services, the LTE data rate has been increased from the initial 100 Mbps to more than 1Gbps. The upcoming NR data rate will exceed tens of Gbps. The very high data rate will bring huge challenges on the UE processing capability and memory consumption due to many design constraints and chip size limitation. Especially for burst transmission case, the data arriving rate will exceed the memory or CPU capacity, so that a larger number of data will have to be discarded. 
As one example in the figure 1, it is possible that there are a larger number of packets have been buffered in the reordering window when the UE is waiting for the packet N+1 or N+L+1. Then in some time, when the packet N+1 or the packet N+1&N+L+1 are almost received simultaneously, the reordering window is maybe triggered to rapidly slide, so that a large number of packets will be accumulated for submitting to the application layer. Then the high data rate will make the application layer not able to process these packets in time due to insufficient memory or processing capacity. So there will be many packets dropped in AS layers or in application layer depending on the different implementation. Furthermore, the application layer needs to retransmit for the dropped packets, because the window in AS layer has been moved and AS layer will not retransmit those packets again. So this will result in larger delay, which affects the user experience negatively. The packet dropping and retransmission will also result in waste of air interface resources.
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Figure 1: the potential burst packets case
Observation 1: The high data rate results in a larger number of packets dropped due to insufficient processing capacity in application layer.
Observation 2: Discarded packets will result in larger delay which impacts user experience negatively. 
Observation 3: A lot of packet retransmission will result in a waste of air interface resources.
Currently LTE service rate is relatively low. The application can adjust the window and the CPU has certain processing margin, therefore packet loss issue is not serious. It mainly relies on application layer window management and cache processing to reduce the probability of packet loss. But in some testing scenarios, the packet discarding issue does happen when the testing data rate is above than 1Gbps. 

However in NR, the UE needs to support up to tens of Gb/s data rate. With so high data rate, it will be even more possible that the big burst of packets will appear. And packet discarding will happen more frequently due to the UE buffer or processing capacity limitation. In addition, the burst delivery phenomenon maybe occurs with high probability in LTE-NR dual connectivity due to the larger difference of transmission rate between LTE link and NR link. Also, more potential tasks will operate in NR UEs concurrently due to more diversified services, which potentially exacerbate the packet discard probability. 
Based on the above discussion, the packet discard issue will become more serious in NR due to the following reasons:
· Larger burst of packet delivery to the application due to the larger reordering window

· Larger burst of packet delivery to the application due to the significant difference of transmission rates between LTE and NR link for LTE-NR DC
· More concurrent tasks operated in the NR UE

Observation 4: The packet discard issue will become more serious in NR.
In order to avoid the potential negative impact and provide better user experience in NR, except for the hardware capacity aspect, from specification’s point of view, some enhancements can be considered to reduce the burst size of packet delivery and the number of packets discarded from the following aspects:

· Option 1: To introduce quick feedback signalling or a flow control signalling to assist the gNB for DL rate control;

· Option 2: To introduce quick gap elimination ways in reordering window to reduce the burst delivery probability;

With the option 1, the UE can send the quick feedback signalling or a flow control command to the gNB when there is the potential burst delivery risk. After receiving quick feedback signalling, the gNB can reduce the DL data rate for a while, for example by decreasing the transmitting window. However, the main disadvantage of the option 1 is the buffer burden is pushed to the gNB and the real data rate will be reduced.
With the option 2, in order to quickly eliminate receiving gaps in reordering window, one simple way is to introduce quick PDCP status report feedback. Take R15 EN-DC as an example, the receiving gaps are mainly generated in PDCP reordering window due to unsuccessful RLC PDU transmission in any one of MCG leg and SCG leg. In order to eliminate the receiving gaps in PDCP reordering window and avoid burst delivery, one simple solution is the PDCP status report can be concomitantly triggered together with RLC status report triggering in any one RLC leg. As showed in the figure 2, the UE can concomitantly send the PDCP status report to the MN when the RLC status report is triggered in SCG leg. And then the MN can retransmit the missed PDCP PDU together with RLC PDU retransmission in SN. In this way, the receiving gaps can be eliminated and the UE data rate can also be ensured with low buffer consumption. However, the disadvantage of the option 2 is new trigger conditions should be introduced to avoid unnecessary concomitant PDCP status report and RLC status report feedback. The detailed conditions to control unnecessary concomitant PDCP status report and RLC status report feedback can be FFS. 
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Figure 2: enhanced L2 status report
Proposal 1: RAN2 should study the quick gap elimination ways in reordering window to reduce the burst delivery probability.

Proposal 2: The concomitant PDCP status report and RLC status report feedback should be introduced to quickly eliminate receiving gaps in PDCP reordering window. 
Proposal 3: The detailed conditions to control unnecessary concomitant PDCP status report and RLC status report feedback can be FFS. 

3 Conclusion

In this contribution, we discussed the high data rate impact on packet discard in NR and have the following observations and proposals.
Observation 1: The high data rate results in a larger number of packets dropped due to insufficient processing capacity in application layer.
Observation 2: Discarded packets will result in larger delay which impacts user experience negatively. 

Observation 3: A lot of packet retransmission will result in a waste of air interface resources.
Observation 4: The packet discard issue will become more serious in NR.
Proposal 1: RAN2 should study the quick gap elimination ways in reordering window to reduce the burst delivery probability.

Proposal 2: The concomitant PDCP status report and RLC status report feedback should be introduced to quickly eliminate receiving gaps in PDCP reordering window. 
Proposal 3: The detailed conditions to control unnecessary concomitant PDCP status report and RLC status report feedback can be FFS. 
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