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Introduction
This contribution is a resubmission of R2-1800426.
At the previous meetings there was some progress on the state modelling and state transitions for NR. This contribution attempts to further progress the area of state transition from RRC_CONNECTED to RRC_INACTIVE, addressing the aspects related to the handling of the suspend procedure in case of failure.
[bookmark: _Ref178064866]Discussion
Some faulty scenarios have been identified where suspend procedure for state transition from RRC_CONNECTED to RRC_INACTIVE cannot be completed and leads to state mismatches. That may happen in case of DL or UL transmission disruption, e.g. due to bad radio interface, which causes loss of RRC messages.
In most situations, existing recovery procedures (e.g. RRC re-establishment procedure) will be able to fix the state mismatch, but in other cases timers are needed. 
RRC re-establishment procedure recovers most of the common suspend failure scenarios
[bookmark: _Hlk501525195]Timers are used for some failure scenarios where RRC Re-establishment procedure does not recover the situation 

Handling of suspend procedure in different failure cases is described in the following subsections.
DL transmission disruption
The scenario is shown in Fig.1.
[bookmark: _Hlk503424617]The DL transmission is corrupted, so the RRC Connection Suspend message is not received by the UE. Since the gNB does not receive the L2 Ack for the RRC Connection Suspend, it starts the L2 retransmissions. When the maximum number of retransmission is reached (this number is implementation dependent), the gNB may start treating the UE as it would have been in RRC_INACTIVE state.
Although the transition to RRC_INACTIVE is the preferred choice, it is up to network implementation to decide to go to RRC_IDLE, instead. In this contribution, only the transition to RRC_INACTIVE is considered.

When the maximum number of L2 retransmission of RRC Connection Suspend is reached, gNB enters RRC_INACTIVE assuming that the UE has received RRC Connection Suspend. gNB could move to RRC_IDLE instead, and the decision is up to network implementation
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Figure 1: RRC suspend procedure at long DL transmission disruption


Radio Link Failure is triggered and the UE starts the re-establishment procedure.
Three cases are possible:
1. gNB is able to handle the reestablishment procedure:
the procedure is completed and both UE and gNB are in RRC_CONNECTED state. gNB can repeat the RRC Connection Suspend message and move the UE to RRC_INACTIVE

2. gNB is not able to handle the reestablishment procedure
gNB answers with RRC Connection Reestablishment Reject. UE enters RRC_IDLE and informs the upper layer about the failure to re-establish the RRC connection. According to [1], this triggers the recovery via NAS signalling, by initiating the NAS Tracking Area Update procedure

3. RRC Connection Reestablishment/RRC Connection Reestablishment Reject cannot be received by the UE
The usage of a timer (similar to T311 in LTE [2]) recovers the situation. The timer is started when the RRC Reestablishment procedure is triggered. If no message is received from the gNB the timer expires, the UE enters RRC_IDLE and informs the upper layer about the failure to re-establish the RRC connection. this triggers the recovery via NAS signalling, by initiating the NAS Tracking Area Update procedure

[bookmark: _Hlk503424681]As in LTE, a timer similar to T311 is defined. The timer is started when the RRC Reestablishment procedure is triggered and is used by the UE to transit from RRC_CONNECTED to RRC_IDLE, if expires. UE informs the upper layers about the failure to re-establish the RRC connection.
In all cases the re-establishment procedure recoveries the state mismatch.
Radio link failure handling by re-establishment procedure allows the recovery of the state mismatch between UE and gNB. 

[bookmark: _Hlk500833030]Short DL transmission disruption
The scenario is shown in Fig.2.
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Figure 2: RRC suspend procedure at short DL transmission disruption

This faulty scenario is not expected to be common: the DL transmission is corrupted, so the RRC Connection Suspend message is not received by the UE, but the disruption is not so long to trigger Radio Link Failure in the UE. 
Since the gNB does not receive the L2 Ack for the RRC Connection Suspend, it starts the L2 retransmissions and then enters RRC_INACTIVE state.
[bookmark: _Hlk500832917]The state mismatch (UE in RRC_CONNECTED, gNB in RRC_INACTIVE) is recovered if a “data inactivity timer” is used in the UE, as in LTE. This timer is started when the last data packet is sent/received. If the timer expires, the UE enters RRC_IDLE and inform the upper layers about the failure of the RRC connection. 
As in LTE, a “data inactivity timer” is defined. The timer is started when the last data packet is sent/received and is used by the UE to transit from RRC_CONNECTED to RRC_IDLE, if expires. UE informs the upper layers about the failure of the RRC connection.

UE and gNB are synched via NAS procedure (Tracking Area Update).

UL transmission disruption
The scenario is shown in Fig.3.
[image: ]
Figure 3: RRC suspend procedure at UL transmission disruption

The UE receives RRC Connection Suspend and enters RRC_INACTIVE. The L2 Ack is not received by gNB, so the gNB starts L2 retransmissions. When then maximum number of L2 retransmission is reached gNb enters RRC_INACTIVE.
In this case both UE and gNB are in RRC_INACTIVE, so no state mismatch occurs and the normal procedures triggered by UL or DL data can be executed.
UL transmission disruption during suspend procedure does not cause state mismatch (if gNB enters RRC_INACTIVE when maximum number of L2 retransmission is reached, as per Observation 3)

Conclusion
In section 2 we made the following observations:
1. RRC re-establishment procedure recovers most of the common suspend failure scenarios
1. Timers are used for some failure scenarios where RRC Re-establishment procedure does not recover the situation
1. When the maximum number of L2 retransmission of RRC Connection Suspend is reached, gNB enters RRC_INACTIVE assuming that the UE has received RRC Connection Suspend. gNB could move to RRC_IDLE instead, and the decision is up to network implementation
1. Radio link failure handling by re-establishment procedure allows the recovery of the state mismatch between UE and gNB, caused by DL transmission is corrupted
1. UL transmission disruption during suspend procedure does not cause state mismatch (if gNB enter RRC_INACTIVE when maximum number of L2 retransmission is reached, as per Observation 3)

Based on the discussion in section 2 we propose the following:
1. As in LTE, a timer similar to T311 is defined. The timer is started when the RRC Reestablishment procedure is triggered and is used by the UE to transit from RRC_CONNECTED to RRC_IDLE, if expires. UE informs the upper layers about the failure to re-establish the RRC connection.
As in LTE, a “data inactivity timer” is defined. The timer is started when the last data packet is sent/received and is used by the UE to transit from RRC_CONNECTED to RRC_IDLE, if expires. UE informs the upper layers about the failure of the RRC connection.
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