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Introduction
RAN2 plenary meeting discussed about the number of DRBs supported by EN-DC. It was concluded in the that the number of DRBs for EN-DC is 15 [6]. For NR it was agreed that the number will be in the range of 16 to 32 but the final number was not decided. Additionally, RAN2 has received LS from SA2 that is stating the following: 
Reply LS on the number of bearers [5]. 
SA2 has identified two potential alternative options for progressing the work. 
Option 1 would be to increase the number of EPS bearers to 11. In this case there would be no NAS impact and no work necessary in SA2. 
Option 2 would be to increase the number of EPS bearers to 15 or to align with number of bearers in NR subject to RAN2 decision. In this case there would be NAS impacts and work in SA2.
SA2’s preference is for a single option, i.e. Option 2. SA2 would also like to recommend completion within Release 15, subject to TSG approval.
This contribution discusses about the number of DRBs supported by NR. 
[bookmark: _Ref178064866]Discussion
Based on the input from SA2, it is beneficial to align the number of DRBs between LTE and NR. As the number of DRBs is set in LTE to 15, the NR value should be the same, or very close to the value of NR, e.g. 16. 
[bookmark: _Toc503476414][bookmark: _Toc503476512][bookmark: _Toc506121483][bookmark: _Toc506464310][bookmark: _Toc506499827][bookmark: _Toc506503872][bookmark: _Toc503476413]LTE-Rel-15 sets the upper limit on the number of DRBs to 15.
[bookmark: _Toc503476513][bookmark: _Toc506121484][bookmark: _Toc506464311][bookmark: _Toc506499828][bookmark: _Toc506503873]Number of DRBs should be aligned between NR and LTE based on the input from SA2. 
The 5GC has new QoS framework that supports Network Slicing in RAN level. The number Network Slices supported by UEs is currently limited to 8. The slicing may be implemented in 5GC and in RAN by allocating one PDU session for each slice and by instantiating UPF and SMF entities in the 5GC. RAN2 has agreed previously that QFI from one PDU session may not be mapped into DRB of another PDU session. Additionally, when considering that RAN maps each QFI into a DRB based on the QoS profile associated with the QoS Flow and signalled via N2 (gNB – AMF), it may be observed that the number of DRBs has impact on network slicing implementation. Table 1 clarifies PDU session behaviour on network slicing. 
[bookmark: _Toc503372058]Table 1	23.501 3GPP TS 23.501 V15.0.0 (2017-12) about network slicing
5.15.1 Network slicing – General: 
A PDU Session belongs to one and only one specific Network Slice instance per PLMN. Different Network Slice instances do not share a PDU Session, though different slices may have slice-specific PDU Sessions using the same DNN.
For example, when UE is configured with 8 slices, it is configured with 8 PDU sessions. Each PDU session has number of QFIs mapped into DRBs. As the DRBs are local for PDU session, the maximum number of DRBs per PDU session is between 1 and 4, depending on the agreed number of DRBs (when 16 DRBs are used). When considering that the DRBs are dynamic resources rather than static, the number of DRBs per slice is between 1 and 25 per PDU session if 32 DRBs are supported. 
[bookmark: _Toc498521574][bookmark: _Toc498522566][bookmark: _Toc498634062][bookmark: _Toc503366866][bookmark: _Toc503372059][bookmark: _Toc503372072][bookmark: _Toc503464459][bookmark: _Toc503476415][bookmark: _Toc503476514][bookmark: _Toc506121485][bookmark: _Toc506464312][bookmark: _Toc506499829][bookmark: _Toc506503874]The number of DRBs supported by one PDU session may vary from 1 to 25 per PDU session depending on the maximum number of DRBs supported by UE (16-32). 
[bookmark: _Toc498521575][bookmark: _Toc498522567][bookmark: _Toc498634063][bookmark: _Toc503366867][bookmark: _Toc503372060][bookmark: _Toc503372073][bookmark: _Toc503464460][bookmark: _Toc503476416][bookmark: _Toc503476515][bookmark: _Toc506121486][bookmark: _Toc506464313][bookmark: _Toc506499830][bookmark: _Toc506503875]Number of DRBs may have impact on Network Slicing implementation.  


Figure 1: Indirect mapping of IP Flows to QoS Flows to DRBs in UE	
Having multiple IP flows does not directly correspond to the number of Slices supported in the network. The IP flows are mapped into QoS Flows and the mapping profile is controlled by the network. Additionally, RAN maps QFIs into DRBs with SDAP configuration. 
[bookmark: _Toc498634064][bookmark: _Toc503366868][bookmark: _Toc503372061][bookmark: _Toc503372074][bookmark: _Toc503464461][bookmark: _Toc503476417][bookmark: _Toc503476516][bookmark: _Toc506121487][bookmark: _Toc506464314][bookmark: _Toc506499831][bookmark: _Toc506503876]Because of indirect mapping of IP Flow to QoS Flow to DRB, number of IP Flows in application is not related to the number of DRBs required per PDU session. 
One of the limiting factor for DRB configurations in LTE has been FGI capabilities, in which the FGI bit 20 together with the FGI bit 7 sets limit to the number of supported to 5 AM and 3 UM DRBs. The limits are upper limits, which means that the maximum number of DRBs UE can support simultaneously is 5 + 3.  As indicated by the LS from SA2 [3][4], this limitation has created problems in advanced networks and this limitation is one of the reasons why the number of DRBs is re-considered in LTE. Therefore, such limitation should not be introduced in NR. The number of DRBs selected, should be supported by UEs regardless of the configuration. 
[bookmark: _Toc498521576][bookmark: _Toc498522568][bookmark: _Toc498634065][bookmark: _Toc503366869][bookmark: _Toc503372062][bookmark: _Toc503372075][bookmark: _Toc503464462][bookmark: _Toc503476418][bookmark: _Toc503476517][bookmark: _Toc506121488][bookmark: _Toc506464315][bookmark: _Toc506499832][bookmark: _Toc506503877]UEs should not introduce limit on how DRBs should be configured, as in LTE. This may limit network operators on introducing advanced services.  
[bookmark: _Toc498521577][bookmark: _Toc498522570][bookmark: _Toc498633459][bookmark: _Toc498634058][bookmark: _Toc503372053][bookmark: _Toc503372077][bookmark: _Toc503464464][bookmark: _Toc503476420][bookmark: _Toc503476519][bookmark: _Toc506121490][bookmark: _Toc506464317][bookmark: _Toc506499834][bookmark: _Toc506503869]UEs supports any combination of DRBs as long as the number of DRBs stays below maximum number of supported DRBs. 
While the LS from SA2 introduced some use cases for the number of increased DRBs, there has not been a discussion on what services would be that requires large number of DRBs. Therefore, RAN2 should discuss about realistic use cases associated with the number of DRBs 
Introducing large number of DRBs has impact on the LCID space of the NR. Having 32 DRBs consumes half of the LCID space in the first release of NR. When taking into consideration the need for LCIDs, for example in MAC CE introduction, the LCID space may be consumed quickly. Currently, 9 LCIDs are reserved for UL and DL. Having 32 DRB IDs together with the 5 potential MAC CEs from RAN1 results that there are 18 “Reserved” LCID values left for future extensions. LTE Rel-11 had 16 DL and 14 UL values marked as “Reserved”. When considering that there are features in LTE, which are not included in the first release of NR, it is expected that the demand for the number of LCIDs in NR will not be less than historically for LTE [1]. Therefore, we propose that the number of DRBs in NR is set to 16. 
[bookmark: _Toc498522569][bookmark: _Toc498634066][bookmark: _Toc503366870][bookmark: _Toc503372063][bookmark: _Toc503372076][bookmark: _Toc503464463][bookmark: _Toc503476419][bookmark: _Toc503476518][bookmark: _Toc506121489][bookmark: _Toc506464316][bookmark: _Toc506499833][bookmark: _Toc506503878][bookmark: _Hlk498635032]LTE-Rel-11 had initially 16 DL and 14 UL LCID values marked as reserved. LCID values may potentially run out without extension in Rel-15. Corresponding value for NR is 18 when 32 DRBs are supported. 
[bookmark: _Toc498521579][bookmark: _Toc498522572][bookmark: _Toc498633461][bookmark: _Toc498634060][bookmark: _Toc503372055][bookmark: _Toc503372079][bookmark: _Toc503464466][bookmark: _Toc503476422][bookmark: _Toc503476521][bookmark: _Toc506121492][bookmark: _Toc506464318][bookmark: _Toc506499835][bookmark: _Toc506503870]RAN2 establishes LCID space that has enough “Reserved” LCIDs to allow fixes and extensions in the future.  

Number of DRBs in EN-DC is determined by LTE/EPC limitation and thus it is up to 8/15. For the completion of EN-DC, there is need to set the size of DRB-ToAddModList. This could be set now to serve both EN-DC and standalone NR cases. For both cases, 16 is suitable. Details can be discussed in ASN.1 review. 
Table 1	3GPP TS 38.331 maxDRB FFS value
–	Multiplicity and type constraint definitions
-- ASN1START
-- TAG-MULTIPLICITY-AND-TYPE-CONSTRAINT-DEFINITIONS-START
maxDRB		 							INTEGER ::= ffsValue


[bookmark: _Toc503372056][bookmark: _Toc503372080][bookmark: _Toc503464467][bookmark: _Toc503476423][bookmark: _Toc503476522][bookmark: _Toc506121493][bookmark: _Toc506464319][bookmark: _Toc506499836][bookmark: _Toc506503871]Number of supported DRBs (for DRB-ToAddModList) is set to 16 for EN-DC and NR. Details can be discussed in ASN.1 review

Conclusion
In section 2 we made the following observations:
Observation 1	LTE-Rel-15 sets the upper limit on the number of DRBs to 15.
Observation 2	Number of DRBs should be aligned between NR and LTE based on the input from SA2.
Observation 3	The number of DRBs supported by one PDU session may vary from 1 to 25 per PDU session depending on the maximum number of DRBs supported by UE (16-32).
Observation 4	Number of DRBs may have impact on Network Slicing implementation.
Observation 5	Because of indirect mapping of IP Flow to QoS Flow to DRB, number of IP Flows in application is not related to the number of DRBs required per PDU session.
Observation 6	UEs should not introduce limit on how DRBs should be configured, as in LTE. This may limit network operators on introducing advanced services.
Observation 7	LTE-Rel-11 had initially 16 DL and 14 UL LCID values marked as reserved. LCID values may potentially run out without extension in Rel-15. Corresponding value for NR is 18 when 32 DRBs are supported.

Based on the discussion in section 2 we propose the following:
Proposal 1	UEs supports any combination of DRBs as long as the number of DRBs stays below maximum number of supported DRBs.
Proposal 2	RAN2 establishes LCID space that has enough “Reserved” LCIDs to allow fixes and extensions in the future.
Proposal 3	Number of supported DRBs (for DRB-ToAddModList) is set to 16 for EN-DC and NR. Details can be discussed in ASN.1 review
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