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Introduction
It has been agreed to support user plane integrity protection (IP) in NR connection to 5GC. The integrity protection will be activated on a per DRB basis. There is an open issue what the UE shall do if it detects UP integrity protection failure. This contribution addresses this issue.
Discussion
In LTE, integrity protection failure on SRBs leads to RRC re-establishment. The reason behind this was that if RRC IP fails, this is most likely due to a real RRC message which has been corrupted e.g. due to residual bit errors or HFN de-synch. In this case, it makes sense to re-establish RRC to ensure that the UE recovers the connection, as LTE RRC does not support other ways to handle lost or erroneous RRC PDUs. 
For DRBs, however, it is not so obvious that the RRC re-establishment should be used, especially for a single erroneous user plane packet which could happen randomly (e.g. due to residual bit error not detected by the CRC). There needs however to be a way to deal with IP errors especially in the case the error persists. 
[bookmark: _Toc506408581]Triggering RRC re-establishment due to a single erroneous DRB packet is not optimal. 
[bookmark: _Toc506408582]A mechanism is needed to handle DRB IP failure, especially persistent errors.
Possible solutions
The following solutions could be considered in case UE detects DRB integrity check failure:
1. The UE sends an RRC message reporting the error to the network
a. The report could be sent for every error or
b. Only for the first error for a given DRB, until the DRB is reconfigured/re-established
2. The UE send an RRC message reporting the error to the network after X number of erroneous packets has been received in a row (X is either hardcoded or configurable)
a. The report could be sent for every X error or
b. Only for the first X error for a given DRB, until the DRB is reconfigured/re-established
3. The UE triggers RRC re-establishment after Y number of erroneous packets has been received in a row (Y is either hardcoded or configurable)
[bookmark: _GoBack]In any solution above, the UE should discard any erroneous packets and rely on higher layer mechanisms handling any lost packets.  
Given that usage of UP integrity protection is configurable from the network, it is assumed that the network is most likely interested in getting a report about detected DRB integrity check failures. On the other hand, there is no strong reason to send multiple reports for an error detected on the same DRB especially if the network has a way to reset the reporting (e.g. by reconfiguring the DRB). For this reason, we prefer option 1b. The added flexibility of option 2 and 3 is not needed or could be considered for later releases.
[bookmark: _Toc498356324][bookmark: _Toc498356336][bookmark: _Toc498356356][bookmark: _Toc498525959][bookmark: _Toc498628419][bookmark: _Hlk498356464]UE shall send an RRC message to the network indicating UP IP failure when detected. After sending the RRC message, the UE should not send any more indications for that DRB until the DRB is re-configured. 
Conclusion
[bookmark: _Toc498639389][bookmark: _Hlk485301172]In this contribution, we have discussed the issue of UP IP failure check and have observed that:
Observation 1	Triggering RRC re-establishment due to a single erroneous DRB packet is not optimal.
Observation 2	A mechanism is needed to handle DRB IP failure, especially persistent errors.
[bookmark: _Toc498639390]
And we propose:
1. UE shall send an RRC message to the network indicating UP IP failure when detected. After sending the RRC message, the UE should not send any more indications for that DRB until the DRB is re-configured. 
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