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1. Introduction
At RAN2#99bis, it was agreed that in response to the RESUME Req from the UE, the gNB can send a REJECT message without integrity protection (and no ciphering). SA3 was asked to check if this would be an issue from security perspective and an LS was sent to verify this [1]. SA3 response is in [2]. In summary, the following can be noted from SA3 response:

	SA3 acknowledges the risk of DoS attack by a fake gNB if Reject message is sent unprotected over SRB0. 

SA3 would like to emphasize that changing the value of the wait timer does not eliminate the aforementioned DoS risk as long as the wait timer is binding to the UE. 



Based on the above RAN2, should discuss ways to mitigate the security implications of the above solution. 

In the meanwhile, RAN2 also received an LS from RAN3 [3] indicating that RAN3 are discussing a procedure in which the UE sending RNAU request could be sent back to INACTIVE without anchor change. This procedure would also require the UE to be sent back to INACTIVE mode (i.e. similar to REJECT) but would need the network to acknowledge the RNAU message from the UE. Such an acknowledgement should be integrity protected and hence sending the reject message over SRB0 (without integrity protection) is unsuitable. Considering the similarities between the two issues, in this contribution we propose a unified frame work for sending an integrity protected REJECT message to the UE.  
2. Discussion
The mechanism for successful RESUME and the REJECT are as depicted in Figure 1 below for reference.
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	[bookmark: _Ref505286872]Figure 1: Current status of RESUME and REJECT in NR


As seen from Figure 1, when the network wants to REJECT the UE’s RRC Resume request, it will not perform a context fetch but instead send a REJECT message over SRB0. However, given the response from SA3, sending REJECT without integrity protection shall be avoided. Although concerns were expressed at the time when REJECT over SRB0 was agreed, the main motivation given for the REJECT without security was to handle congestion. However, it should be noted that during congestion, it is usually the air-interface that is the bottleneck. However, sending REJECT with and without integrity protection results in same number of messages over the air. Hence, this should not be an issue on the bottleneck link. Thus, this shouldn’t preclude the gNB to send a context request like message to the anchor gNB. Of course, if both air-interface and core-network interfaces are all congested then there are a number of other means, such as the access barring techniques etc, that could be employed to protect the network from temporary peaks in access attempts. So, clearly, congestion in network doesn’t warrant introducing an insecure solution for REJECT. So, we make the following observations: 

Observation 1: Sending an unprotected REJECT message (with no integrity protection) introduces security vulnerabilities as indicated by SA3 and this shall be avoided

Observation 2: Integrity protecting the REJECT message over air-interface doesn’t result in any more messages over air-interface compared to sending it without integrity protection 

Observation 3: Handling congestion in the network nodes/interfaces can be achieved by other means (e.g. access barring)

Given the above observations, we propose that if the target gNB decides to REJECT the RRC RESUME request message, the target gNB still contacts the anchor gNB and uses the stored security context in the anchor gNB to integrity protect the REJECT message (e.g. appending a short MAC-I or full integrity protection using the stored KRRCInt of the anchor gNB). The integrity protected REJECT message may be sent over SRB1 to the UE. The overall procedure for this is as depicted in Figure 2 below. 
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[bookmark: _Ref505288586]Figure 2: Integrity protected REJECT procedure
One advantage of the above procedure is that the same frame work can also be reused to support the RNAU procedure without anchor change as indicated by RAN3 [3]. In this case, the REJECT message may contain the RNA Update Acknowledgement which is again integrity protected by the anchor gNB. This procedure is depicted in Figure 3 below. 
[image: ]
[bookmark: _Ref505690453]Figure 3: Proposed solution for RNAU without anchor change

Thus, the REJECT message carrying a piggy backed container that is integrity protected by the anchor gNB can be used for both RNAU and congestion scenarios. Based on the above, we make the following proposals:   

Proposal 1: REJECT message shall not be sent over SRB0 (UE shall discard such a message) – i.e. revert the agreement from RAN2#99-bis

Proposal 2: REJECT message shall be sent over SRB1 and shall carry a piggy backed container which is integrity protected by the anchor gNB:

Proposal 2a: The integrity protected container in the REJECT message may carry a wait timer (REJECT case during congestion) or 

Proposal 2b: The integrity protected container in the REJECT message may carry the RNAU ACK message (RNAU without anchor change scenario)

Proposal 3: Send LSs to RAN3 and SA3 informing them about the above framework 
3. Conclusion and proposals
In this contribution we discussed the security implications of sending a REJECT message over SRB0 in light of the LS response from SA3 in[2]. We also highlighted that this issue has synergies with the RNAU procedure without anchor change as indicated by RAN3 [3]. 

The following observation is made:
Observation 1: Sending an unprotected REJECT message (with no integrity protection) introduces security vulnerabilities as indicated by SA3 and this shall be avoided

Observation 2: Integrity protecting the REJECT message over air-interface doesn’t result in any more messages over air-interface compared to sending it without integrity protection 

Observation 3: Handling congestion in the network nodes/interfaces can be achieved by other means (e.g. access barring)

Based on the above observations, a unified framework to handle the REJECT during congestion and REJECT for RNAU procedure is proposed as follows: 

Proposal 1: REJECT message shall not be sent over SRB0 (UE shall discard such a message) – i.e. revert the agreement from RAN2#99-bis

Proposal 2: REJECT message shall be sent over SRB1 and shall carry a piggy backed container which is integrity protected by the anchor gNB:

Proposal 2a: The integrity protected container in the REJECT message may carry a wait timer (REJECT case during congestion) or 

Proposal 2b: The integrity protected container in the REJECT message may carry the RNAU ACK message (RNAU without anchor change scenario)

Proposal 3: Send LSs to RAN3 and SA3 informing them about the above framework 
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