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1 Introduction

In this contribution, we highlight the increasing challenges of supporting higher data rates in the UE. We will seek to identify these potential problems, in the best interest of the operators, network vendors and UE vendors.
2 Discussion

At a time when Internet speeds are in the Mb/s for DSL, tens of Mb/ for cable, and low Gb/s for fiber, on always connected devices, NR is going to enable tens of Gb/s on a mobile device.
While it is interesting to discuss the implications of these speeds and low latency on creating new opportunities, applications, and social change, this paper will focus on enabling these speeds efficiently for the longest time possible.

The UE’s hardware is limited in size, and this in turn constrains the hardware design and the battery size. Hardware limitations may appear during concurrent task operations, and can reduced the UE’s abilities to receive data on the downlink.

Users are aware that their batteries may not last as long as they need them. Users were given a power saving mode to better plan their days, trading responsiveness of the UE for latency and speed of getting their data. These power saving modes, requested by the user or triggered by the operating system automatically, can reduce the UE’s ability to process data.
Observation 1: The UE may not be able to process the highest data rate all the time.

Sustained 5G data rates will require fast processing and large amounts of memory:
· Sustained 10 Gbps over a second generates 1.25 GB of data that needs to be passed and processed.
Observation 2: NR speeds will require additional RAM and DDR memory, both of which are very expensive and power hungry.
LTE+NR dual connectivity operation can result in a differential delivery delay between LTE and NR packets that can could statistically reach 60 ms:

· Sustained 10 Gbps over 30 ms (an average time LTE RLC needs to retransmit) requires ~38MB of expensive DDR memory in order to perform the reordering.

· Sustained 10 Gbps over 60 ms would require ~75MB of DDR memory.
Observation 3: For split bearers, the difference between LTE and NR link delays can create memory build up due the PDCP reordering.

When these packets are released in burst, the applications may not be able to absorb them quickly.

Observation 4: The applications may not be able to consume high data rates that comes in big bursts.

With the current protocols inherited from LTE, the modem needs to drop received (but not delivered to application) packets in order to be able to receive the next gNB transmissions. Alternatively, the UE could drop the new transmissions. There is no other third choice. Either way, this will result in dropping successfully received packets over the air.

The applications may have to retransmit these missing packets, resulting in increased load at the networks.

Observation 5: Slow absorption by the applications will result in an increased load at the networks, effectively decreasing the system capacity.

We have discussed and proposed capability reductions in previous papers, to address long term concurrency problems. And we still think those are valid use cases that 3GPP should enable. However, any capability reduction change scheme is going to be too slow to solve the increased data rates problem, due to the need for a fast reaction time. 
Observation 6: Capability changes are necessary but not enough to solve this problem.
Conversely, a fast feedback to the scheduler is not a replacement for long term solutions.

Conversely, fast feedback to the scheduler can enhance the effectiveness of scheduling decisions, prioritizing the UEs which can handle the bandwidth at that time. This in turn will maximize the system capacity.

Observation 7: Fast feedback from the UE can result in better network scheduling decisions.
While we have expanded on the downlink aspects, similar problems can potentially happen on the uplink. While network vendors can dimension a plugged-in gNB to operate at the maximum data rates, the operators still have to dimension their backhauls to serve a group of cells in a concentrated area. If all cells become loaded with users at the center of cell transmitting at the highest 5G data rates, a similar problem can happen on the uplink for a controller of multiple cells, and within the network. Packets that have successfully been transmitted on the expensive air resource, may end up being dropped on the wired part.

On the uplink, the network has the luxury to throttle the transmissions by limiting the grants. However, the rate at which this is done is not communicated to the UE, and end to end quality may be affected.

Observation 8: Similar problems can happen on the uplink and within the network.

The existing feedback mechanisms at layer 1 and 2 are not sufficient to handle these problems. As noted above, the bottleneck could be above physical layer in which case HARQ feedback will not be sufficient and it can even exasperate the problem by further retransmissions. The RLC status report also is useful but not sufficient due to the inherent latency in its trigger and reporting. Furthermore, since this does not indicate to the transmitter the cause of the problem, the transmitter will keep retransmitting more packets. A PDCP status report can be more useful, especially with proper trigger mechanism for flow control. For LWA, a mechanism with PDCP status report was introduced to solve the flow control issue but this was not adopted for NR. 

Observation 9: The current feedback mechanisms adopted for NR at layer 1 and 2 are not sufficient to solve the described issue.
3 Conclusion
In summary, we observe the following regarding the impact of increased NR data rates and propose that RAN2 should agree to find a solution of this problem.

Observation 1: The UE may not be able to process the highest data rate all the time.

Observation 2: NR speeds will require additional RAM and DDR memory, both of which are very expensive and power hungry.

Observation 3: For split bearers, the difference between LTE and NR link delays can create memory build up due the PDCP reordering.

Observation 4: The applications may not be able to consume high data rates that comes in big bursts.

Observation 5: Slow absorption by the applications will result in an increased load at the networks, effectively decreasing the system capacity.

Observation 6: Capability changes are necessary but not enough to solve this problem.

Observation 7: Fast feedback from the UE can result in better network scheduling decisions.
Observation 8: Similar problems can happen on the uplink and within the network.

Observation 9: The current feedback mechanisms adopted for NR at layer 1 and 2 are not sufficient to solve the described issue.
Proposal: RAN2 to agree that normal UE operation with uncontrolled NR data rates transmission and reception, may negatively affect the user experience, the system capacity and the network KPIs. RAN2 to agree that a solution is needed.
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10.5
Rate Control

10.5.1
Downlink

To be captured once agreements are made.
High data rates on the downlink can create multiple problems resulting a lower system goodput:

· Even in NR only, the UE may not be able to process the highest data rate all the time, especially in big bursts, resulting in dropped packets.
· For split bearers, the difference between LTE and NR link delays can create memory build up due the PDCP reordering.
Fast feedback from the UE can result in better network scheduling decisions. A mechanism (TBD) will be introduced to manage the effects of high data rates in the UE.
10.5.2
Uplink

The UE has an uplink rate control function which manages the sharing of uplink resources between logical channels. RRC controls the uplink rate control function by giving each logical channel a priority, a prioritised bit rate (PBR), and a buffer size duration (BSD). The values signalled need not be related to the ones signalled via NG to the gNB. In addition, mapping restrictions can be configured (see subclause 6.2.1).

The uplink rate control function ensures that the UE serves the logical channel(s) in the following sequence:

1.
All relevant logical channels in decreasing priority order up to their PBR;

2.
All relevant logical channels in decreasing priority order for the remaining resources assigned by the grant.

NOTE:
In case the PBRs are all set to zero, the first step is skipped and the logical channels are served in strict priority order: the UE maximises the transmission of higher priority data.

NOTE:
The mapping restrictions tell the UE which logical channels are relevant for the grant received. If no mapping restrictions are configured, all logical channels are considered.

If more than one radio bearers have the same priority, the UE shall serve these radio bearers equally.

