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1
Introduction

After the RAN#71 meeting, a new NR SI was agreed followed by the NR WI [1], with the main objective of developing a new radio access technology. One of the new features provided by the NR technology and the 5G core is the per-flow QoS model, according to which the core network classifies data into so-called QoS flows and the RAN side maps these flows into dedicated radio bearers. 
During the previous RAN WG2 meetings, companies tackled a problem on how RAN can establish the so-called default radio bearer, whether it can have associated non-best-effort QoS parameters, and if so, how the core network can signal all that information. RAN WG2 sent LS to SA WG2 [2] followed by the corresponding response [3]; however, the overall picture is still not clear. 
In this discussion paper we aim at presenting a bigger picture for the NR QoS flow model covering aspects, such as default DRB, default QoS flow and its profile. 

2
Default DRB and default QoS flow
As already quickly mentioned in the Introduction part, the core network classifies IP packet flows into so-called QoS flows, and the RAN side maps them into corresponding dedicated radio bearers (DRBs). In case of LTE, there exists a so-called default DRB which conveys those packets that do not match any explicit matching rule. The default DRB has one-to-one mapping to the corresponding EPS bearer and it is the first DRB established by EPC. In case of 5GC, there are no EPS bearers between the core and RAN, but there still remains a need to handle traffic that does not have any explicit matching rules and/or do not have any QoS parameters. 
It is important to emphasize that both UE and RAN side perform incoming traffic classification in two steps: IP flow to QoS flow mapping, and then QoS flow to DRB mapping. Thus, both UE and RAN have to know somehow that a particular QoS flow ID is "default" so that it can be mapped correctly to the corresponding DRB. Hence, we will elaborate separately on the UE and RAN side to explain related problems and outline potential solutions:
-
RAN side. The RAN side receives packets from the core network containing QoS flow IDs, based on which the RAN decides which DRB shall be used. For those cases when the QoS flow ID has explicitly associated QoS information, the RAN can choose the appropriate DRB (or establish a new one). However, it is not obvious and clear how RAN would know that a particular QoS flow ID is a "default" one. In other words, RAN must know somehow that a particular traffic can be routed to the corresponding DRB used for "default" traffic. One approach is to follow an implicit assumption that QoS flow ID#0 and/or any QoS flow ID that does not have associated QoS profile can be construed as "default". Another approach is that upon the PDU session establishment, the core network will indicate explicitly the default QoS flow ID that the core network will use for the corresponding traffic.
-
UE side. The UE side is a more challenging case for the reason that it is the UE that has to select appropriate QoS flow ID and appropriate DRB. For a case when the incoming packet matches a TFT filter (established explicitly or via reflective QoS), it is a trivial decision for the UE as it will determine the corresponding QoS flow ID and DRB. However, if the incoming traffic does not match any filter, then a UE still has to choose some QoS flow ID for these packets. Similar to our considerations for the RAN side, there could be an implicit rule (e.g. assign QoS flow ID#0), or there could be an explicit QoS flow ID signalled to the UE upon the PDU session establishment.
Based on the presented considerations, both the RAN and UE sides need to have information on which QoS flow ID is a "default" to take correct actions. The implicit rule is easier from the specification point of view, but it may limit the flexibility of the system. On the contrary to it, the explicit default QoS flow ID indication will require additional signalling on the N1 and N2 interfaces, but it will avoid any ambiguities, especially on the UE side. It is worth explicitly noting that knowledge of the "default" QoS flow ID does not put any restriction on the RAN which DRB it should be mapped to – it just facilitates that decision.
Proposal 1a:
Both UE and RAN side should be aware of the default QoS flow ID.
Proposal 1b:
A notion of the default QoS flow ID does not put a restriction on RAN which DRB it should be mapped to.
Proposal 1c:
Choose which way, implicit or explicit, shall be used to indicate the default QoS flow ID. 

In addition to the default QoS flow, RAN WG2 discussed and agreed that there will be a default DRB for every PDU session, whereupon it is the RAN responsibility to establish it and assign (if needed) certain QoS parameters to that DRB. As explained in [4], a concept of the default DRB could be viewed as redundant and not needed if CN and RAN always ensure that a UE always has proper mapping between the IP flows and QoS flows, and between the QoS flows and DRBs. However, as was discussed during the NR SI phase, it could be too restrictive for the network side implementation. In fact, the problem is what a UE should do if it has IP flow to QoS flow mapping as decided by CN, but RAN does not establish immediately the corresponding DRB and thus the corresponding mapping is simply missing. Furthermore, a notion of the default DRB could eliminate unnecessary signalling when the PDU session contains just one default QoS flow with no TFT filters and no QoS parameters, which will be eventually mapped by RAN to the one and only DRB. 
Proposal 2:
Keep the concept of the default DRB, which RAN indicates to UE. 

Referring back to our considerations on the default QoS flow, an explicit way of signalling the default QoS flow ID also allows the core network and RAN to provide, if needed, information on the QoS parameters for the default QoS flow, which will be translated by RAN into the corresponding QoS parameters of the DRB. As indicated in several papers during previous RAN WG2 discussions, there can be a case when a certain PDU session (e.g. some mission critical communication) does not have a default best-effort DRB. In other words, all the DRBs might have some associated QoS parameters. The PDU session establishment message, which is sent by 5GC to RAN, can just list all the QoS flow IDs including the default and indicate the corresponding QoS profile information.
Table 1 presents an example illustrating how the core network can signal information for QoS flows and associated QoS parameters. The PDU session#0 can represent a mission critical communication, for which two QoS flows are anticipated carrying the mission critical data with the QoS flow ID#0 and mission critical signalling with QoS flow ID#1 (we use standardized 5QI values for the QoS profile, see Annex). It should be noted that if the core network knows and can ensure that PDU session#0 will convey only the mission critical data, the QoS flow ID#0 can also be indicated as the default QoS flow meaning that any unclassified "default" traffic for this session will be automatically treated as the mission critical data requiring the corresponding level of QoS treatment. The most anticipated RAN behaviour would be to establish two DRBs, the first one "default" DRB for QoS flow ID#0, and the second one is for QoS flow ID#1.

The PDU session#1 is for normal data communication, for which QoS flow ID#0 is signalled to be the default QoS flow. The RAN can map this traffic to default DRB with no specific QoS requirements. In addition, there could me more QoS flows with some non-GBR requirements, for which RAN may consider having same or two different DRBs. 
Table 1: Exemplary set of QoS flows with associated QoS parameters.

	QoS flow ID
	QoS profile
	Default QoS
	DRB

	
	

	PDU session #0 (mission critical communication)
	

	0
	70
	yes
	#0

	1
	69
	
	#1

	
	

	PDU session #1 (normal data communication)
	

	0
	-
	yes
	#2

	1
	8
	
	#3

	2
	8
	
	


Regardless of the RAN WG2 decision on which approach to take for the default QoS flow ID, both CT and RAN3 WGs must be informed about the decision as it impacts the design of the N1 and N2 interfaces.
3
Conclusions

In this discussion paper we have presented a general picture of how the UE and RAN sides might handle default QoS flow data and map it to the corresponding DRB. Based on our considerations, both RAN and UE, especially the UE side, need to know which QoS flow ID corresponds to the "default" traffic. The UE needs this information to select the appropriate QoS flow ID to route data to the "default" DRB, and the RAN side needs to determine which incoming packets can be placed safely into the corresponding DRB. As indicated in the paper, it can be accomplished by having some implicit rules or by explicit signalling, and we ask RAN WG2 to discuss which way is preferred.
Proposal 1a:
Both UE and RAN side should be aware of the default QoS flow ID.

Proposal 1b:
A notion of the default QoS flow ID does not put a restriction on RAN which DRB it should be mapped to.
Proposal 1c:
Choose which way, implicit rule or explicit signalling, shall be used to indicate the default QoS flow ID. 

Proposal 2:
Keep the concept of the default DRB, which RAN indicates to UE. 
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Annex: Excerpt from TS 23.501

5.7.4
Standardized 5QI to QoS characteristics mapping
The one-to-one mapping of standardized 5QI values to 5G QoS characteristics is specified in table 5.7.4-1.
Table 5.7.4-1: Standardized 5QI to QoS characteristics mapping
	5QI
Value
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error
Rate 
	Default
Averaging Window
	Example Services

	1


	
GBR
	20
	100 ms
	10-2
	TBD
	Conversational Voice

	2


	
	40
	150 ms
	10-3
	TBD
	Conversational Video (Live Streaming)

	3
	
	30
	50 ms
	10-3
	TBD
	Real Time Gaming, V2X messages

	4


	
	50
	300 ms
	10-6
	TBD
	Non-Conversational Video (Buffered Streaming)

	65
	
	7
	75 ms
	
10-2
	TBD
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66


	
	
20
	100 ms
	
10-2
	TBD
	Non-Mission-Critical user plane Push To Talk voice

	75
	
	25
	50 ms
	10-2
	TBD
	V2X messages

	5
	Non-GBR
	10
	100 ms
	10-6
	N/A
	IMS Signalling

	6
	
	
60
	
300 ms
	
10-6
	N/A
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
	
	
70
	
100 ms
	
10-3
	N/A
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
	
	
80
	
300 ms
	

10-6
	N/A
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
	
	90
	 
	 
	N/A
	sharing, progressive video, etc.)

	69
	
	5
	60 ms
	10-6
	N/A
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
	
	55
	200 ms
	10-6
	 
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	79
	
	65
	50 ms
	10-2
	N/A
	V2X messages

	 
	
	 
	 
	 
	N/A
	 

	 
	 


 
