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Beginning of change

4.1.X
PRB usage Distribution
The objective of the PRB usage distribution measurements is to measure the distribution of the usage of PRB (time and frequency resources). According to the PRB usage distribution information, the scenarios where a cell may experience high load in certain short times (e.g. in a second) and recover to normal very quickly can be recognized. The PRB usage distribution is a useful measure for operator to be aware of whether a cell has ever experienced high load or not in the monitoring duration. This distribution information could also help in the root cause analysis in case when the application problems are caused by load bursts. 
If there is one or more RNs served in a cell, for that cell the eNB performs PRB usage distribution measurements separately for all traffic (including transmissions to/from RNs and UEs directly connected to the eNB) and for RN traffic.

4.1.1.X
Total PRB usage Distribution
Protocol Layer: MAC

	Definition
	Total PRB usage distribution is calculated in the time-frequency domain only. The reference point is the Service Access Point between MAC and L1. The measurement is done separately for: 

-
DL

-
UL

Detailed Definitions: 

The PRB usage provides the average value at during time period T whereas PRB usage distribution provides the histogram result of the samples collected during time period T.

Considering there are 
[image: image1.wmf]N

samples during time 
[image: image2.wmf]T

, each sample value at instant 
[image: image3.wmf]n

 can be computed as
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, where explanations can be found in the table 4.1.X.1-1 below.




Table 4.1.1.X-1
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	Total PRB usage at discrete sample 
[image: image6.wmf]n

. Percentage of PRBs used, instantaneous value at discrete sample 
[image: image7.wmf]n

. Value range: 0-100%
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	A count of full physical resource blocks at discrete sample 
[image: image9.wmf]n

.

For the DL, all PRBs used for transmission shall be included.

For the UL, all PRBs allocated for transmission shall be included.
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	Total number of PRBs available during instantaneous sample 
[image: image11.wmf]n

.

For an eNB serving one or more RNs, all PRBs regardless of RN subframe configurations shall be counted.

(NOTE)

	
[image: image12.wmf]n


	The instantaneous sample at which the measurement is performed.


NOTE: 
It is up to the eNB implementation how to calculate 
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with respect to PRBs that may be considered not available, e.g. MBSFN subframes and subframes subject to restrictions due to TDM ICIC. 

4.1.1.2
PRB usage Distribution per traffic class

Protocol Layer: MAC

	Definition
	PRB usage distribution per traffic class. This measurement is an aggregate for all UEs in a cell, and is applicable to Dedicated Traffic Channels (DTCH). The reference point is the Service Access Point between MAC and L1. The measurement is done separately for: 

-
DL DTCH, for each QCI.

-
UL DTCH, for each QCI

Detailed Definitions:

The PRB usage per traffic class provides the average value at during time period T whereas PRB usage distribution provides the histogram result of the samples collected during time period T.

Considering there are 
[image: image14.wmf]N

samples during time 
[image: image15.wmf]T

, each sample value at instant 
[image: image16.wmf]n

 can be computed as
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 , where

explanations can be found in the table 4.1.1.2-2 below.


Table 4.1.1.X-Y
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	Absolute PRB usage per traffic class. A count of full or partial physical resource blocks. 
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	The instantaneous sample at which the measurement is performed
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	A transport block at sample 
[image: image22.wmf]n

that contain DTCH data. Initial transmissions and HARQ retransmissions shall be counted.
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	The set of physical resource blocks used for transmission of transport block 
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	The number of transport blocks that are currently sharing PRB 
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.
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	The total number of DTCH bits for DTCHs with QCI =
[image: image28.wmf]qci

, carried in transport block 
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	The total number of DTCH and DCCH bits carried in transport block 
[image: image31.wmf]t

.
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	If multiplexing is taken into account: 
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 always. If multiplexing is not taken into account:
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 if transport block 
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 carries data corresponding to only one QCI  and: 
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otherwise. It is up to implementation if to take multiplexing into account or not. 


Table 4.1.1.X-Y
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	PRB usage per traffic class. Percentage of PRBs used for a certain qci, averaged during time period 
[image: image38.wmf]T

. Value range: 0-100%
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	Total number of PRBs available during time period 
[image: image40.wmf]T

.

In an eNB serving one or more RNs, all PRBs regardless of RN subframe configurations shall be counted.

(NOTE)


NOTE:
It is up to the eNB implementation how to calculate 
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with respect to PRBs that may be considered not available, e.g. MBSFN subframes and subframes subject to restrictions due to TDM ICIC.

Next change

4.1.X
Scheduled IP Throughput Distribution
The objective of this measurement is to measure over Uu the IP throughput distribution independent of traffic patterns and packet size. This measurement provides the distribution result of scheduled IP throughput. It is mainly intended for operators to be able to monitor the user experience of the network, and take this measurement as a key input to show how E-UTRAN impacts the service quality provided to an end-user. The measurement is performed per QCI per UE. Initial buffering time in UE or eNB is excluded.

For an eNB serving one or more RNs, packets transmitted between the eNB and RNs are excluded, i.e., only packets transmitted between the eNB and UEs are counted.

4.1.X.1
Scheduled IP Throughput Distribution in DL

Protocol Layer: PDCP, RLC, MAC
	Definition
	Scheduled IP Throughput Distribution in DL. The scheduled IP throughput provides the average throughput value during time period T whereas scheduled IP throughput distribution provides the histogram result of the samples (instantaneous throughput) collected during time period T.

The measurement is performed per QCI per UE. For successful reception, the reference point is MAC upper SAP. 

This measurement is obtained by the following formula for a measurement period:

Considering there are 
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samples during measuremt time 
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= 
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, each sample value at instant 
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 can be computed as below. The description of 
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and 
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 can be found in Table 4.1.6.1-1
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Where 
[image: image49.wmf]ThpVolDl

is , The volume of a data burst. A sample for ThpVolDl is the data volume counted on PDCP SDU level in kbits received in DL for one E-RAB during a sample of ThpTimeDl, (It shall exclude the volume of the last piece of data emptying the buffer).



4.1.X.2
Scheduled IP Throughput Distribution in UL

Protocol Layer: PDCP, RLC, MAC

	Definition
	Scheduled IP Throughput Distribution in UL. The scheduled IP throughput provides the average throughput value during time period T whereas scheduled IP throughput distribution provides the histogram result of the samples (instantaneous throughput) collected during time period T.

The measurement is performed per QCI per UE. For successful reception, the reference point is MAC upper SAP. 

This measurement is obtained by the following formula for a measurement period:

Considering there are 
[image: image50.wmf]N

samples during measuremt time 
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= 
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, each sample value at instant 
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 can be computed as below. The description of 
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and 
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 can be found in Table 4.1.6.1-1
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Where 
[image: image57.wmf]ThpVolDUl

is , The volume of a data burst. A sample for ThpVolUl is the data volume counted on PDCP SDU level in kbits received in UL for one E-RAB during a sample of ThpTimeUl, (It shall exclude the volume of the last piece of data emptying the buffer).



End of changes
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