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Introduction
RAN2 received a response LS from SA2 [1], “Reply LS to RAN 2 on QCIs for EPC based URLLC”. This contribution discusses the SA2 input provided in the LS and provides a way forward.
[bookmark: _Ref178064866]Discussion
The SA2 LS addresses three aspects:
1. The values of the standardized QCI characteristics, e.g. Packet Delay Budget (PDB);
2. The discussion on additional traffic/flow attributes such as packet size, packet arrival rate, activity factor, and maximum data rates.
3. The use of GBR and non-GBR bearers.
This will be further discussed in the next sections.
More detailed discussion
PDB Values 
[bookmark: _Toc347822667][bookmark: _Toc347823813][bookmark: _Toc347823994][bookmark: _Toc347824245]The SA2 LS proposes PDB values, including the packet delay budget for the processing and transfer delay from the SGI to eNB, of 10ms. The processing and transfer delay between the SGI and eNB is assumed to be 1 ms and in some cases 2 ms, leaving 8ms to 9ms for the latency between the eNB and the UE.
On the other hand, RAN1 informed SA2 in R1-1715089 [2] that RAN is aiming to fulfil the following targets:
“... It is however clear that NR will support one way latency down to 1 ms one-way and with a reliability of 1-10-5 for a packet size of 32 bytes according to TR 38.913 [3]. The target for user plane latency for UL and DL within the RAN is 0.5 ms (without reliability requirements).”
and
“..For LTE, there are two work items that improve the latency and reliability which are LTE_HRLLC and LTE_sTTIandPT. The work item LTE_sTTIandPT is not yet finalized but the current assessment is that it will provide one way latency within the RAN between 0.5 and 1 ms.”

[bookmark: _Toc498609587][bookmark: _Toc498643565][bookmark: _Toc498643626][bookmark: _Toc498643799][bookmark: _Toc498643969][bookmark: _Hlk498590903]The PDB values proposed in the SA2 LS do not reflect latencies targeted by RAN in context of the work on low latency.
The SA1 TS 22.261 indicates in the table 7.2.2-1 scenarios that exhibit tighter latency requirements than what is captured in the SA2 LS, e.g. in the scenario of discrete automation control or tactile interaction.
[bookmark: _Toc498609588][bookmark: _Toc498643566][bookmark: _Toc498643627][bookmark: _Toc498643800][bookmark: _Toc498643970]The SA1 TS 22.261 indicates the ambition to provide 3GPP support for scenarios requiring tighter latency requirements than those expressed by the PDB values included in the SA2 LS.
Given the SA1 scenarios captured in TS 22.261 and the latencies targeted by RAN, as communicated by RAN1 in R1-1715098, it is proposed, for the URLLC scenarios, to add PDB value(s) to the standardized QCI(s) describing tighter latency requirements.
[bookmark: _Toc498643631][bookmark: _Toc498643804][bookmark: _Toc498643965]At least one PDB value expressing tighter latency requirements shall be added to the set of standardized QCI(s) for URLLC.
Max burst size 
In the LS it is proposed that packet sizes and burst sizes should be learned in RAN. That could be used for admission control at HO, and load estimations in the cell. However, for initial access, RAN will need to know what amount of data it is expected to transmit within the delay requirement in order to decide if the service can be supported. Also, the largest packets might only be transmitted very infrequently, but be critical, so it is essential that the application can have guarantees that there is sufficient coverage to transmit large packets within the delay requirement, even if they are not frequent.
[bookmark: _Hlk498572012]
[bookmark: _Toc498609589][bookmark: _Toc498643567][bookmark: _Toc498643628][bookmark: _Toc498643801][bookmark: _Toc498643971]Learned packet sizes or burst sizes are not sufficient to ensure that a service have sufficient coverage to transmit critical application data within the delay requirement. 
To specify what amount of data the application can expect to be transmitted within the delay requirement, maximum burst sizes can be specified for the GBR URLLC QCI’s. 

[bookmark: _Toc498643632][bookmark: _Toc498643805][bookmark: _Toc498643966]For the GBR QCI’s for URLLC, a maximum burst size is defined. It defines the largest amount of data that the application can expect to be transmitted within the delay requirement.
Non-GBR bearers
In the SA2 LS [ non-GBR bearers are proposed for URLLC. This could be useful for over-the-top services that require low latency, but is not prioritized by the operator. I.e the augmented reality use case in the LS, 
However, in the LS, it is also proposed that non-GBR bearers should be used for the discrete automation use case which is prioritized and have tight requirements. In the proposal, a burst size and interarrival rate is given, which corresponds to a maximum bitrate. This implies that the bearers are similar to GBR bearers, but with hard coded GBR. 
We think it is better to use real GBR bearers for this use case, and we propose that two bearers with different maximum burst sizes should be available, since the large packet options might not be supported in all cells.

[bookmark: _Toc498609590][bookmark: _Toc498643568][bookmark: _Toc498643629][bookmark: _Toc498643802][bookmark: _Toc498643972]For prioritized services with tight requirements, GBR bearers are better suited than non-GBR.
[bookmark: _Toc498643633][bookmark: _Toc498643806][bookmark: _Toc498643967]GBR QCI’s are defined for the discrete automation use case. 

Proposed QCI’s

[bookmark: _GoBack]Re-using the format for describing the standardized QCI(s) in the SA2 LS, the proposed QCIs are:

	[bookmark: _Hlk498643229]QCI value
	Resource Type
	Priority Level
	One way PDB between SGi and UE application 
	Proportion of unsuccessful packets
	 Attributes / factors
	Example services

	N
	GBR
	2
	3 ms

Assumes 1ms from SGi to eNB physical layer

 
	10-4
Including delayed packets 
As with normal GBR traffic, data above GBR is best effort
	Averaging window=20 ms
Max burst size = 32 bytes
	Discrete Automation Control (TS 22.261, table 7.2.2-1, row 1.)


	N+1
	GBR
	2
	10 ms.

Assumes 1ms from SGi to eNB physical layer

 
	10-4
Including delayed packets 
As with normal GBR traffic, data above GBR is best effort
	Averaging window=20 ms
Max burst size = 255 bytes

Activity factor and average data burst size might be learnt by the RAN, and stored in the MME in idle state

	Discrete Automation (TS 22.261, table 7.2.2-1, row 2, “small packets”).)


	N+2
	 GBR 
	2
	10 ms .

Assumes 1ms from SGi to eNB physical layer


	10-4
Including delayed packets
As with normal GBR traffic, data above GBR is best effort.
	Averaging window=20 ms 
Max burst size = 1500 bytes



Arrival rate and average data burst size may be learnt by the RAN, and stored in the MME in idle state
	Discrete Automation (TS 22.261
, table 7.2.2-1, row 2, “bigl packets”)


	N+3
	Non-GBR
	6.2
	10 ms

For 98% of packets (as existing TS 23.203)

Assumes 2 ms from SGi to eNB physical layer

	     10-6

Excluding delayed packets.

This error rate is intended for the configuration of the RAN data link.
	
	Low latency eMBB applications (TCP-IP based); 

Augmented Reality

	N+4
	GBR
	
	
	
	
	





Further traffic attributes
SA2 LS informs RAN2 raises a concern about the feasibility to provide further traffic attributes like packet size, packet arrival rate, activity factor, and data rates etc. The sourcing companies share this concern and would also like to point at the challenge, given the potential frequent modifications provided to applications, to provide information to the 3GPP RAN that is up-to-date. Additionally, it is assumed to be difficult and cumbersome to agree on attributes that are understood in same manner and that still provide significant information that can be actually used by the vendor specific RRM algorithms.
[bookmark: _Toc498643630][bookmark: _Toc498643803][bookmark: _Toc498643973]Attributes that can provide significant information to vendors specific RRM and that can be understood in a common manner are difficult to specify. Ensuring that these attributes are updated following changes of the applications can be very challenging.
The SA2 LS proposal to let RAN learn the significant attributes of a traffic flow appears thus to be a compelling proposal as such attributes will be always up-to-date with regards to the latest updates of the application as well as can be very specific to fit a vendor specific RRM algorithms assumed being required to meet scenarios with such tight requirements. Hence the sourcing companies support the proposal to introduce a concept of a container to store vendor specific attributes that can be stored in the MME (transparent to the MME) at Connected to Idle transition and provided to RAN at next Idle to Connected transition. It shall be also possible to transfer this container between RAN nodes at appropriate procedures (e.g. X2 handover). Additional means to ensure that the originator of specific containers is identified needs to be provided.
[bookmark: _Toc498643634][bookmark: _Toc498643807][bookmark: _Toc498643968]It is proposed to introduce the concept of containers to carry vendors’ specific attributes aiding RAN in RRM for the URLLC scenarios, e.g. at admission control.

Conclusion
In section 2 we made the following observations:
Observation 1	The PDB values proposed in the SA2 LS do not reflect latencies targeted by RAN in context of the work on low latency.
Observation 2	The SA1 TS 22.261 indicates the ambition to provide 3GPP support for scenarios requiring tighter latency requirements than those expressed by the PDB values included in the SA2 LS.
Observation 3	Learned packet sizes or burst sizes are not sufficient to ensure that a service have sufficient coverage to transmit critical application data within the delay requirement.
Observation 4	For prioritized services with tight requirements, GBR bearers are better suited than non-GBR.
Observation 5	Attributes that can provide significant information to vendors specific RRM and that can be understood in a common manner are difficult to specify. Ensuring that these attributes are updated following changes of the applications can be very challenging.

Based on the discussion in section 2 we propose the following:
Proposal 1	At least one PDB value expressing tighter latency requirements shall be added to the set of standardized QCI(s) for URLLC.
Proposal 2	For the GBR QCI’s for URLLC, a maximum burst size is defined. It defines the largest amount of data that the application can expect to be transmitted within the delay requirement.
Proposal 3	GBR QCI’s are defined for the discrete automation use case.
Proposal 4	It is proposed to introduce the concept of containers to carry vendors’ specific attributes aiding RAN in RRM for the URLLC scenarios, e.g. at admission control.
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