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Introduction
RAN2#99 agreed: 
Agreements:
1:	SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)
2:	QoS flow level offloading between the MN and SN is supported in NR.

RAN2-Adhoc, June 2017 Agreed: 
Agreements
1	At SN addition and at new PDU session establishment then MN makes the decision which QoS flows are moved SN
FFS Whether the SN can reject the movement of a QoS flow.
2	Irrespective of which node makes the decision of where a QoS flow is mapped (to MN or SN) then RAN2 will aim that the RRC signalling is the same.

Agreements
1: The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)
FFS Whether MN or SN takes the decision for flows being moved from SN to MN
2: The SN can reject the addition of a QoS flow, and inform the MN.
3: The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN. 
FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.
4: The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.
FFS: If the case where mapping is not maintained can support lossless handover
5: The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

This contribution discusses QoS handling in NR-NR-Dual Connectivity case.  
[bookmark: _Ref178064866]Discussion
Figures in Annex section (5) are illustrating expected SDAP entity instances in split-bearer setup and a case where flow is relocated from CN. In split-bearer, it is expected that there is only one SDAP entity. When flow is relocated within a same PDU session from MN to SN or vice versa. SDAP entity in relocation node is needed to handle flow to DRB mapping. Discussion related to SDAP entity establishment can be found from [1]. 
Relocation of Flow and DRB
According to the definition of SA2, QoS flow is the finest granularity for QoS forwarding treatment in 5G System. To be able to differentiate traffic in finest granularity level, NR-DC should support both, DRB and flow level offloading of traffic. Offloading of QoS flow may occur when MN and SN share PDU session and MN requests QoS flow relocation in CN. The SN will have separate SDAP entity from the MN and SDAP is responsible of QFI to DRB mapping. The impact on RAN in this case is minimal. Alternatively, Flow relocation occurs when DRB with only one flow is relocated from MN to SN or vice versa. This case however, is not pure flow relocation and it can be specified as a DRB relocation rather than QoS flow-level relocation.
The discussion of QoS flow level relocation is different from having DRBs split between MN and SN. There is no concept of QoS flows in PDCP when DRB is split. This results that when DRB is split between MN and SN, traffic from the flows is mixed and separated only in the receiver SDAP entity. This is not a problem because if there are multiple flows mapped into a same DRB, before splitting the DRB, gNB may establish new DRB and map flows it prefers not to split to the new DRB. Thus, introducing flow concept in DRB is not necessary. 
[bookmark: _Toc489787550]Traffic of QoS Flows are mixed when multiple QoS Flows are mapped to split-DRB. 
[bookmark: _Toc488398925][bookmark: _Toc488398949][bookmark: _Toc488398972][bookmark: _Toc488659914][bookmark: _Toc489787553][bookmark: _Toc490120542][bookmark: _Toc494286144][bookmark: _Toc494378076][bookmark: _Toc494383684]MN may decide to relocate ongoing/existing QoS flows associated with one DRB to the SN. I.e. DRB-level (level 1) relocation is supported between MN and SN. 
[bookmark: _Toc488398926][bookmark: _Toc488398950][bookmark: _Toc488398973][bookmark: _Toc488659915][bookmark: _Toc489787554][bookmark: _Toc490120543][bookmark: _Toc494286145][bookmark: _Toc494378077][bookmark: _Toc494383685]MN may decide to relocate ongoing/existing individual QoS Flow to SN. I.e. Flow-level (level 2) relocation is supported between MN and SN. 
[bookmark: _Toc489787555][bookmark: _Toc490120544][bookmark: _Toc494286146][bookmark: _Toc494378078][bookmark: _Toc494383686]Flow level-1 and level-2 relocation may occur when PDU session is split between MN and SN and traffic is routed by CN. 

Flow to DRB mapping responsibilities between MN and SN 
RAN2-98-AH agreed that the MN is responsible of whether new QoS flows are assigned for MN or SN. Additionally, agreement was made that SN may reject the relocation. As the SN may reject the relocation of new Flow or even whole DRB, the question of whether MN is able to control flow to DRB mapping in SN becomes obsolete. This is because SN is always able to reject the Flow relocation suggested by MN and therefore, MN is hardly in control of the flow to DRB mapping. Because SN may reject the relocation, it seems most reasonable that MN sends flow relocation message to SN with the associated QoS information and from this information, the SN makes decision on Flow to DRB mapping which satisfies the associated QoS information. This mechanism increases flexibility to the system while the QoS requirements associated with the flow would still be fulfilled. Not only the approach seems most reasonable from the flexibility point of view, but also the SN and MN have their own SDAP entities that are associated with the same PDU session.  
[bookmark: _Toc488398927][bookmark: _Toc488398951][bookmark: _Toc488398974][bookmark: _Toc488659916][bookmark: _Toc489787556][bookmark: _Toc490120545][bookmark: _Toc494286147][bookmark: _Toc494378079][bookmark: _Toc494383687]SDAP entity of SN is responsible of Flow to DRB mapping when Flow is moved from MN to SN. SN may decide to establish new DRB, map the flow to existing DRB.  
[bookmark: _Toc488398928][bookmark: _Toc488398952][bookmark: _Toc488398975][bookmark: _Toc488659917][bookmark: _Toc489787557][bookmark: _Toc490120546][bookmark: _Toc494286148][bookmark: _Toc494378080][bookmark: _Toc494383688][bookmark: _Toc488398933][bookmark: _Toc488398957][bookmark: _Toc488398979]SDAP entity of MN is responsible of Flow to DRB mapping when Flow is moved from SN to MN. MN may decide to establish new DRB, map the flow to existing DRB.  QoS Flow is split between MN and SN
SA2 has agreed that the finest granularity of traffic differentiation is QoS flow. However, In the case where MN and SN are sharing same PDU session and the UP traffic is forwarded via MN to SN. MN may decide to split one flow and forward all or part of the traffic to SN via Xn interface. This allows MN to efficiently utilize its RAN resources with the cost of loading Xn interface. Splitting the Flow between MN and SN does not conflict with the SA2 agreement because for the 5CN, the MN is the node that the traffic from one flow is forwarded. When MN decides to split a flow, it informs the flow parameters to MN with same signaling as when moving flow (Flow associated parameters). In the case of Flow Split, MN informs SN about maximum bit rate associated with the split flow. This case can be observed from the annex figure 2 and 3. 
[bookmark: _Toc488659919][bookmark: _Toc489787559][bookmark: _Toc490120548][bookmark: _Toc494286150][bookmark: _Toc494378081][bookmark: _Toc494383689][bookmark: _Toc488659920][bookmark: _Toc489787560]If MN and SN share a PDU session and bearer is split via Xn, a flow may be split from MN to SN and all or part of the traffic of one flow may be forwarded to the SN. Details of the splitting can be left for implementation. 


Conclusion
[bookmark: _Hlk489787570]In section 2 we made the following observations:
Observation 1	Traffic of QoS Flows are mixed when multiple QoS Flows are mapped to split-DRB.

Based on the discussion in section 2 we propose the following:
Proposal 1	MN may decide to relocate ongoing/existing QoS flows associated with one DRB to the SN. I.e. DRB-level (level 1) relocation is supported between MN and SN.
Proposal 2	MN may decide to relocate ongoing/existing individual QoS Flow to SN. I.e. Flow-level (level 2) relocation is supported between MN and SN.
Proposal 3	Flow level-1 and level-2 relocation may occur when PDU session is split between MN and SN and traffic is routed by CN.
Proposal 4	SDAP entity of SN is responsible of Flow to DRB mapping when Flow is moved from MN to SN. SN may decide to establish new DRB, map the flow to existing DRB.
Proposal 5	SDAP entity of MN is responsible of Flow to DRB mapping when Flow is moved from SN to MN. MN may decide to establish new DRB, map the flow to existing DRB.  QoS Flow is split between MN and SN
Proposal 6	If MN and SN share a PDU session and bearer is split via Xn, a flow may be split from MN to SN and all or part of the traffic of one flow may be forwarded to the SN. Details of the splitting can be left for implementation.
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Annex



Figure 1: PDU session is shared between MN and SN. MgNB requests relocation of a flow. SN handles flow to DRB mapping. 


Figure 2: Split DRB is established for MN and SN. The traffic from flow 1 and flow 2 are mixed as PDCP has no concept of flows. 	


Figure 3: Splitting a flow between MN and SN. New DRB is established to maintain flow isolation between flow 1 and flow 2.
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