3GPP TSG-RAN WG2 Meeting #100 
R2-1712692
Reno, Nevada, USA, 27 November – 1 December 2017 








            
Agenda item:

10.4.3.3
Source:
Intel Corporation

Title:
L2 buffer size capability
Document for:

Discussion and Decision

1      Introduction
In RAN2#99bis meeting, following was agreed regarding L2 buffer size capability.

Agreements

1
The same formula as in LTE is used to determine the required L2 buffer size in NR: Minimum L2 Buffer Size = MaxDLDataRate * RoundTripTime + MaxULDataRate * RoundTripTime (Calculated for highest rate NR BC)

2
The same formula as in LTE DC is used to determine the required L2 buffer size for split bearer operation in NR/MR-DC: MaxULDataRate * RTT + MaxDLDataRate_SeNB * RTT + MaxDLDataRate_MeNB * (RTT + Xn delay + Queuing in SN) (Calculated for highest rate MR-DC BC)

FFS RTT and Xn delay and queuing delay values.

3
Capture the formula for determining the L1 data rate and the formulas for determining the L2 buffer size (using the L1 data rate as input) in 38.306.

In this contribution, we discuss the values for RTT, Xn delay and queuing delay values.
2      Discussion
2.1     RTT value
In LTE Rel-8, 75 ms RTT value is used, which is based on [9]. The rationale to select 75 ms is as follows [9]:
Assuming e.g. that maximum 5 HARQ retransmissions are supported and that the RLC polls for every 32nd TTI, the maximum RLC RTT can be estimated to be 5*8 ms + 32 ms = 72 ms.
In LTE Rel-12 DC, 75 ms RTT value was still used to derived layer 2 buffer size, as in [4]

 REF Ref_Nokia \h 
[5]

 REF Ref_Nokia_CR \h 
[6].
For NR, in [8], RTT of 50 ms was proposed, based on the NR U-Plane discussion of PDCP SN size. 50 ms RTT is suitable for 15 kHz SCS, while lower values can be considered for larger SCS. It should be noted that in NR U-Plane discussion, less than 50 ms RTT values were also considered e.g. [11]

 REF Ref_Ericsson_PDCPSN \h 
[12]

 REF Ref_HTC_PDCPSN \h 
[13]. Therefore one cannot simply reuse 50 ms for layer 2 buffer size calculation.
If we follow the principle of deriving RLC RTT value as in Rel-8 and Rel-12, it is obvious that RLC RTT depends on the HARQ RTT value. Note that even 32 ms RLC poll is related to the HARQ RTT value since it is reasonable to assume that RLC Poll interval is correlated with HARQ RTT value.
HARQ RTT depends on the processing time in UE and gNB. In RAN1#90bis meeting, although HARQ RTT value is not determined, RAN1 agreed on the baseline and aggressive UE processing time capability for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH. The baseline UE processing time capability is copied in Table 1 below. Parameter N1 is the number of OFDM symbols required for UE processing from the end of NR-PDSCH reception to the earliest possible start of the corresponding ACK/NACK transmission from UE perspective, and N2 is the number of OFDM symbols required for UE processing from the end of NR-PDCCH containing the UL grant reception to the earliest possible start of the corresponding NR-PUSCH transmission from UE perspective. Parameters N1 and N2 are related to the DL HARQ RTT and UL HARQ RTT values, respectively. It can be seen that the processing time is reduced for larger SCS. For example, comparing the N1 value for the case of front-loaded DMRS only. N1 is 8 and 14 OFDM symbols for 15 kHZ and 60 kHz SCS, respectively. Considering that the OFDM symbol length in 60 kHz SCS is 1/4 of that of 15 kHz SCS, the N1 processing time in 60 kHz SCS is equivalent to 14/4=3.5 OFDM symbols of 15 kHz SCS. In case of DL, HARQ RTT is related to K1 and gNB processing time. Since K1 is related to N1, consequently HARQ RTT is related to N1, which is numerology specific. 
Table 1: UE Processing Time and HARQ Timing (Capability #1)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
	120 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	[8]
	[10]
	[14]
	[14-21]

	Front-loaded + additional DMRS
	N1
	Symbols
	[13]
	[13]
	[17]
	[21]

	Frequency-first RE-mapping
	N2
	Symbols
	[9]
	[11]
	[17]
	[31]


Above discussion shows that HARQ RTT value is related to the numerology / subcarrier spacing. From RAN4 agreement, numerology / subcarrier spacing is related to the frequency band. In RAN4 TR 38.803 [1], potential candidates subcarriers spacing are identified.
-
For below 6GHz: 15kHz, 30 kHz and 60kHz are feasible

-
For above 6GHz: 60kHz, 120kHz and 240kHz are potential candidates of feasible subcarrier spacing.

In summary, it is clear that there is a dependency chain as below:

RLC RTT ( HARQ RTT ( Processing time ( Subcarrier spacing ( Frequency band
This shows that the RLC RTT depends on the frequency band. For high frequency band, it is expected that the HARQ RTT is much shorter compared with that of low frequency band. Therefore we should determine RLC RTT based on the frequency band. Considering the 50 ms RLC RTT for 15 kHz subcarrier spacing (which is used in LTE), we can assume that RLC RTT = 6 HARQ RTT. In case of LTE, this gives 48 ms RLC RTT, which is close to 50 ms used in PDCP SN size calculation. The reason to shorten the RLC RTT from 75 ms to 48 ms is to minimize the RLC retransmission delay. Taking DL as an example. Since when to set the poll bit is up to gNB implementation, there is no need for gNB to wait for a long time to ask for RLC status report. When peak data rate is achieved, there is not much overhead for RLC status report transmission. Therefore RLC RTT is set to 6 HARQ RTT, assuming 5 HARQ RTT for initial transmission plus one RTT time for the polling, status report and ARQ retransmission. 
The HARQ RTT value can be selected based on the associated frequency band. Example DL HARQ RTT values are given below. Since RAN1 has not agreed on HARQ RTT values yet, the below examples are for illustration only. Following is assumed when determining the HARQ RTT values:

· Slot based transmission is used for DL PDSCH transmission, i.e. PDSCH can only starts at slot boundary.
· 2-symbol PUCCH are used for HARQ ACK and 1 symbol is used for switching.
· gNB processing time is same as UE processing time.
· Time advance is not considered.

· Front-loaded DMRS only. For 120 kHz SCS, 17 OFDM symbols are assumed for UE processing time
Examples DL HARQ RTT values are given in Figure 1 below for different subcarriers spacings (illustration only without taking into account factors like TDD configuration). HARQ RTT values are 3, 1.5, 0.75, and 0.625 ms for 15, 30, 60, 120 kHz SCS, respectively. SCS can be derived from the frequency band used, and detailed restriction will be defined by RAN1 and/or RAN4. If one frequency band can be associated with multiple SCSs, then we can define a rule, e.g. selecting the smallest SCS to determine the HARQ RTT to be used for layer 2 buffer size calculation.
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Figure 1: Example HARQ RTT for different subcarrier spacings
Proposal 1: For layer 2 buffer size calculation, RLC RTT = 6 HARQ RTT, with HARQ RTT value determined based on the associated frequency band.
In case of carrier aggregation and dual connectivity (NR/MR-DC), it is possible that component carriers are in different frequency bands and therefore the RLC RTT can be different. Below we discuss how to handle these scenarios.

For CA in NR, if there are carriers with different HARQ RTTs, the question now is which RLC RTT can be assumed. In carrier aggregation, RLC is normally configured per CG (unless CA packet duplication is configured). It is reasonable to assume that RLC RTT is calculated based on the maximum HARQ RTT.

Proposal 2: For layer 2 buffer size calculation in NR CA, RLC RTT is determined based on the maximum HARQ RTT value of all component carriers.

For NR/MR-DC, the L2 buffer size methodology assumes that a packet is missing from SCG (with more details in section 2.2 below). Therefore the DL RLC RTT refers to the RLC RTT in the SN, i.e. the time takes the SCG to perform ARQ retransmission. Another scenario is that there is a packet missing from MCG (note that this scenario is not used in LTE Rel-12 DC when deriving L2 buffer size). If this case should be considered, then RLC RTT in the MN is used while there is no need to consider Xn delay and queuing delay.
Proposal 3: For NR/MR-DC, RLC RTT in SN is used to calculate layer 2 buffer size. The formula is: MaxULDataRate * RTT_SeNB + MaxDLDataRate_SeNB * RTT_SeNB + MaxDLDataRate_MeNB * (RTT_SeNB + Xn delay + Queuing in SN) (Calculated for highest rate MR-DC BC).
2.2     Xn delay and queuing delay values
In LTE Rel-12 DC, 30 ms X2 delay and 100 ms SeNB queue delay were used to derived layer 2 buffer size, as in [4]

 REF Ref_Nokia \h 
[5][6]. The main methodology used to derive the layer 2 buffer size is as follows (from [4]):
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Figure 1: Illustration of L2 buffer in dual connectivity.

For the downlink, we assume that all PDUs in Figure 1 are transmitted simultaneously from MeNB PDCP point of view. Thereby, we estimate the maximum delay of a PDU sent via SCG, compared to a PDU sent via MCG, to be X2 delay + Queuing delay in SeNB + SeNB RLC RoundTripTime. During this time the UE receives already PDUs from the MCG, which it needs to buffer while waiting for a PDU from the SeNB, i.e. it will receive and buffer MaxDLDataRate_MeNB * (X2 delay + Queuing delay SeNB + RoundTripTime) bytes. Additionally, PDUs received out of sequence via SCG also need to be buffered, those might be up to MaxDLDataRate_SeNB * RoundTripTime. …

The additional queuing delay in the SeNB is a design parameter of the flow control between MeNB and SeNB. It depends on the wanted SeNB buffer fill state targeted by the flow control, so that in case of SeNB bitrate increases, or in case of backhaul throughput decreases, the SeNB buffer does not run empty. It is typically chosen to be a multiple of the estimated backhaul latency, e.g. 3 times the X2 delay is a typical value. Thus, a delay assumption of 100ms, as observed in [3], seems also reasonable to us. 

In [5], the selection of 100 ms SeNB queueing delay based on 30 ms X2 delay. Such high buffering time almost corresponds to the highest buffering time in the simulation. Related figures and paragraph from [5] are copied below:

We believe the L2 buffer size should accommodate the above 30ms upper limit for X2delay for when bearer split provides the promised gains (and therefore assuming the max L1 throughputs via both MeNB and SeNB is justified).

As for SeNBTXQueueDelay, Figure 1 shows some simulation results, with the detailed simulation results given in Annex.
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Figure 1: Simulation results of SeNBTXQueueDelay

In light of these results, an upper limit of 100ms seems appropriate for SeNBTXQueueDelay. 
In [8], it was proposed that for NR, the LTE Rel-12 DC values (X2delay + SeNBTXQueueDelay as 130 ms) are reused.
Reusing such high Xn latency and queuing time for NR is not conformant to the user plane latency requirement. In the requirement TR 38.913 [2] subclause 7.5, user plane latency is defined as “the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions”. The target for user plane latency is 0.5 ms and 4 ms for URLLC and eMBB, respectively. There is also a note in requirement TR 38.913 [2] stating that “For eMBB value, the evaluation needs to consider all typical delays associated with the transfer of the data packets in an efficient way (e.g. applicable procedural delay when resources are not preallocated, averaged HARQ retransmission delay, impacts of network architecture).”
It is clear that from requirements TR, user plane latency should be less than 5 ms. Given the definition that user plane latency considers the delay from the layer 2/3 SDU ingress points to the layer 2/3 SDU egress point, when Xn latency and queueing time should be considered, then Xn latency and queuing time should be considered in the 5 ms budget as well. The reason is that for a split bearer, taking DL as an example, the ingress point is the transmitting PDCP entity at MeNB (suppose MCG split bearer), while the egress point is the receiving PDCP entity in the UE. In this case, user plane latency includes the delay in the air interface, Xn latency, and queueing delay in SN. It is obvious that the sum of Xn latency and queueing delay should be less than 5 ms.
Observation 1: The sum of Xn latency and queuing delay should be less than 5 ms.
One may argue that a larger Xn latency should be supported. Considering the technology advance and the requirements from RAN, we think the above Xn latency assumption (less than 5 ms) is reasonable. To support the extremely high data rate supported by the UE, it is reasonable to assume that the RAN side also supports very high throughput and low latency. Actually one contribution on user plane latency from a network vendor also assumes that extremely short delay can be expected [10]:
However, since 5G targets future networks, one cannot assume that the transport delay is usually within several tens to several hundreds of milliseconds as today. With the evolution of transport networks, much smaller transport delay can be achieved, for instance a few ms or even shorter than 1 ms.

Observation 3
For future network, extremely short (e.g. <1 ms) transport delay can be expected.

Another angle about latency and delay discussion is the gain vs. pain analysis. It is obvious that the larger the latency and queuing delay, the larger the L2 buffer size requirement, the higher the cost for UE implementation. On the other hand, the larger the latency and queuing delay, the less the gain of using split bearer. The reason is that the main motivation of split bearer is to increase per user throughput. In Rel-12 LTE study, simulation results show that the per user throughput gain is reduced when the Xn delay is increased [14]

 REF Ref_NSN_Eval \h 
[15]. Therefore using large Xn latency and queuing delay to derive L2 buffer size is not reasonable from gain vs. pain analysis since larger latency and delay results in larger pain but with reduced gain.
Regarding queueing delay, in LTE DC, a very large value (100 ms) proportional to X2 latency (30 ms) is assumed. However, such value should not be used for NR derivation. The main reason is that we should look at the methodology used to derive the formula for L2 buffer size. The methodology is from [4]. Taking DL as an example, there is one DL packet missing, and all the following packets are successfully received by the UE. These following packets are assumed to be transmitted by both MN and SN with the full data rate according to UE capability. With such methodology, one can easily see that UE is completely occupying all the resources available, i.e. the resources are exclusively used by the UE. There wouldn’t be any queueing delay in this case. The simulation in [5] to derive 100 ms queueing delay assumes FTP Traffic Model 1 in TR 36.814 [3], while multiple UEs can be served in the same cell at the same time. Such simulation assumption is not aligned with the methodology to derive the L2 buffer size. The other angle is that if there is certain queuing delay, then the achievable throughput should be impacted as from the Rel-12 DC study (the longer the latency in X2, the poorer the performance). So we cannot use the peak data rate to derive the L2 buffer size if queuing delay is assumed. In summary, there are two approaches available:
· Option A: use peak data rate, but assuming 0 ms queueing delay
· Option B: assuming non-zero queueing delay, but use reduced data rate.
For Option B, additional simulation work is needed to investigate how the achievable data rate can be assumed. Given that the work should be completed by December, and simulation assumption/calibration work requires several meeting cycles, Option B is not practical. Therefore it is proposed to follow Option A.
Observation 2: Queueing delay should be 0 ms.
From above discussion, assuming there is 1 ms air interface latency (which is quite stringent for eMBB), the sum of Xn latency and queuing delay can be assumed to be 4 ms.
Proposal 4: For layer 2 buffer size calculation, the sum of Xn latency and queuing delay is 4 ms.
3      Conclusion
In this contribution, we discuss the values for RTT, Xn delay and queuing delay values. We have the following observations.

Observation 1: The sum of Xn latency and queuing delay should be less than 5 ms.
Observation 2: Queueing delay should be 0 ms.
We propose the following:
Proposal 1: For layer 2 buffer size calculation, RLC RTT = 6 HARQ RTT, with HARQ RTT value determined based on the associated frequency band.
Proposal 2: For layer 2 buffer size calculation in NR CA, RLC RTT is determined based on the maximum HARQ RTT value of all component carriers.
Proposal 3: For NR/MR-DC, RLC RTT in SN is used to calculate layer 2 buffer size. The formula is: MaxULDataRate * RTT_SeNB + MaxDLDataRate_SeNB * RTT_SeNB + MaxDLDataRate_MeNB * (RTT_SeNB + Xn delay + Queuing in SN) (Calculated for highest rate MR-DC BC).
Proposal 4: For layer 2 buffer size calculation, the sum of Xn latency and queuing delay is 4 ms.
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