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1	Introduction
[bookmark: _GoBack]This contribution discusses QoS flow relocation upon some reconfiguration events. It is a resubmission of R2-1710259.
2	Requirements
RAN2#99 discussed QoS flow remapping and agreed that: [1].
		 “RAN should be able to move/remap a QoS flow from one DRB to another DRB”.
QoS flow relocation may take place for example together with HO when the target gNB has a different mapping policy than the source gNB. The gNB may also wish to reorganise the DRB selection and QoS flow to DRB mappings to match better to the existing traffic mix. Additionally, QoS flow relocation will be frequently needed when UE does not have a QoS flow to DRB mapping rule for an incoming UL packet. For addressing this, RAN2 has agreed that: 
	“If an incoming UL packet matches neither an RRC configured nor a reflective “QoS Flow ID to DRB mapping”, the UE shall map that packet to the default DRB of the PDU session”. [2]
RAN must then detect the new UL QoS flow to decide proper actions such as relocation of the QoS flow to a better matching DRB. 
In a simplest form, the QoS flow relocation is just about switching a QoS flow from one DRB to another on a SDAP layer. This however may lead to out of order delivery since new DRB may have shorter latency than the initial one. Out of order delivery is harmful for many application and transport protocols and should be avoided. Out of order delivery in QoS flow relocation may also lead to “ping pong” effect when the reflective QoS is used as already explained in [3]. Therefore, it is proposed that QoS flow relocation procedure should preserve in-order delivery.
Proposal 1: QoS flow relocation procedure preserves in-order delivery within a QoS flow.
In-order delivery necessitates buffering of packets directed to new DRB if there is still unsent data through the initial DRB, either at the transmitter, or at the receiver.
3	In-order Delivery
3.1	Transmitter side buffering
Figure 1 below illustrates QoS flow relocation procedure where the buffering is performed in the transmitter. 
[image: ]
Figure 1: Buffering in Transmitter
-	Phase 1: Green and blue QoS flows are mapped to default DRB and red QoS flow is mapped to DRB2. green QoS flow is re-mapped to DRB2.
-	Phase 2: Since green packets still exists in the transmission buffer of the default DRB the new packets of the green QoS flows are buffered in a temporal QoS flow specific buffer. The temporal buffer may be implemented in a PDAP layer or it can be part of the NR-PDCP. 
-	Phase 3: When the last green packet and all other packets with lower SN are sent through the default DRB, it can be assumed that the receiver has forwarded green packets to upper layer thus the gate of the temporal tunnel can be opened and new green packets released to DRB2.
Such buffering is transparent to the receiver, buffering and related management functions are only located at the transmitter. One down side is that cross layer interaction is required for gate control:
-	between an RLC AM entity and SDAP for RLC UM;
-	between an HARQ process and SDAP for RLC AM. 
3.2	Receiver side buffering
Figure 2 illustrates the option where buffering is performed in the receiver and gating relies on End Markers (EMs).
[image: ]
Figure 2: Buffering in Receiver
-	Phase 1: Green and blue QoS flows are mapped to default DRB and red QoS flow is mapped to DRB2. green QoS flow is re-mapped to DRB2.
-	Phase 2: The transmitter starts to forward green packets to DRB 2 right away when DRB2 is configured and sends EM for a green QoS flow through initial DRB (Default DRB).  Receiver buffers the UL packets of the green QoS flow in a temporal QoS flow specific buffer since green packets may still be under transmission through initial DRB. The temporal buffer may be implemented in a PDAP layer or it can be part of the NR-PDCP.
-	Phase 3: The receiver receives EM of a green QoS flow through default DRB and opens the gate of the temporal buffer and release green packets to upper layers.
Buffering at the receiver works similarly for both AM and UM traffic, and cross layer interworking is not needed, but with the UM DRBs there is always a risk that EMs are lost. As proposed in [4], instead of EMs, receiver side buffering can be controlled with timers. The timer is started upon a relocation of the QoS flow. Receiving SDAP entity buffers the data of the relocated QoS flow received through target DRB until the timer expires. The problem with timer controlled gating lies in setting a correct value for the timers: too short timers lead to packet losses, whereas too long timers cause unnecessary delays and buffering. 
3.3	Suggested Mechanisms
The optimal solution for in-order preservation in QoS flow remapping, having accuracy of the EM based buffer control and robustness of the timer based buffer control, can be achieved by a combination of the two methods. The combined solution would work as follows: 
-	If the EM is received, release all packets of the relocated QoS flow from the new bearer to upper layers and stop the timer;
-	If timer expires, release all packets of the relocated QoS flow from the new bearer to upper layers and discard any packets of the relocated QoS flow from the old bearer.
Since the timer in the combined solution can be understood as a backup for lost EMs, the determination of the timer values is not so critical.  

Proposal 2: when a QoS flow is relocated from one DRB to another, a timer is started in the receiver and an EM is sent on the original DRB by the transmitter after the last packet of that QoS flow. On the new DRB, all new packets are buffered in the receiver until an EM is received or the timer expires:
-	If the EM is received, all buffered packets are released to upper layers and the timer is stopped;
-	If the timer expires, all buffered packets are released and any (late) packets of the relocated QoS flow from the old bearer are discarded.
3	Conclusion
This contribution has discussed QoS flow relocation and suggests the following:
Proposal 1: QoS flow relocation procedure preserves in-order delivery. 
Proposal 2: when a QoS flow is relocated from one DRB to another, a timer is started in the receiver and an EM is sent on the original DRB by the transmitter after the last packet of that QoS flow. On the new DRB, all new packets are buffered in the receiver until an EM is received or the timer expires:
-	If the EM is received, all buffered packets are released to upper layers and the timer is stopped;
-	If the timer expires, all buffered packets are released and any (late) packets of the relocated QoS flow from the old bearer are discarded.
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