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[bookmark: _Ref174151459][bookmark: _Ref189809556]Introduction
In RAN2-NR-AH2 meeting, it has been agreed that in CA scenario, UE will send new data via one specified logical channel after the duplication is deactivated.
	Agreements:
1. [bookmark: OLE_LINK11]In CA, after the duplication is deactivated, the logical channel to carrier mapping restriction is not applied. UE sends new data via one specified logical channel.   
FFS Whether RLC transmissions of the second leg are continued - to be concluded in stage 3 UP.
2. UE acts on MAC CEs received from MCG and SCG. No UE behaviour will be specified to manage a conflict between the commands received from MN and SN. 
FFS Whether UL packet duplication for spit bearer applies for EN-DC.


Besides, in RAN2 #99 meeting, it was agreed that in DC scenario, UE will fall back to the split bearer operation when DRB is deactivated.
	Agreements:
1.	For DC, when DRB duplication is deactivated via MAC CE, the UE falls back to the split bearer operation.  Once de-activated we rely on split bearer operation and configuration.  
2.	1 byte bitmap could be used as duplication activation/deactivation MAC CE
3. 	The mapping between DRB and the MAC bitmap is based on order of DRB ID(s) of the duplicate configured DRB(s)


Packet duplication was introduced for NR during the study item, where it was agreed to be implemented in the PDCP sub-layer, associated with two independent RLC entities [1]. However, the PDCP operation upon activation of packet duplication has not been discussed yet. Such as, when the PDCP entity has been acknowledged (e.g. by RLC/PDCP status report) that a PDCP PDU has been successfully delivered by a leg, whether its duplicate needs to be transmitted in the other leg. To avoid the unnecessary waste of resources, some companies have been proposed that the UE stop the transmission of the duplicated PDCP PDU in the other leg [2]. This contribution will discuss the details of PDCP operation for packet duplication.
Discussion


Fig.1 PDCP duplication in two RLC entities for DC case
Duplication is activated when more reliability is needed for the transmission, in case for example of bad radio conditions. For a DRB/SRB which may need packet duplication to improve reliability, the gNB should first configure two RLC entities for this radio bearer. The duplicate operation can be activated/deactivated by a MAC CE. As can be seen, when a DRB is configured to support packet duplication, and the duplication function is activated, PDCP duplicates any generated PDCP PDU and delivers each instance to one RLC entity. Both RLC entities are assumed running independently from each other.
	Duplication Success
For NR-NR DC. One of the key motivations of the duplication feature is to take profit of multiples legs to deliver to upper layers packets from the always fastest leg to meet the latency requirement. However, An issue is, when the PDCP entity has been acknowledged (e.g. by RLC/PDCP status report) that a PDCP PDU has been successfully delivered by a leg, whether its duplicate needs to be transmitted in the other leg. Moreover the DC architecture results in two potential issues, RLC Tx buffer overflow and RLC AM ARQ window mismatch with actual RLC SDU receiving status[3]. To avoid the unnecessary waste of resources, we prefer the “slower” packets need to be discarded at some point and the slower route must somehow be aware of this. Thus, we propose that upon indication from any of the leg that a PDCP PDU has been correctly transmitted, PDCP should instruct the other legs not to transmit the other duplicates. The easiest way to perform such an action would be to rely on PDCP discard, which currently informs the corresponding RLC entity not to transmit the packet. In other words, indication of correct transmission via any of the legs, will trigger PDCP to signal a PDCP PDU discard to all the other legs.
Proposal 1: when PDCP is informed of the reception of a duplicate via one leg, the corresponding outdated duplicates are discarded on the other legs via discard notification.
RLC ARQ window update
In the same slow leg / fast leg scenario, when RLC is configured in AM mode, the lower bound of the ARQ window will be outdated in the slow leg with respect to the fast leg. This will result in triggering unnecessary status reports in the slow leg ARQ as well as unnecessary retransmissions resulting in further increasing the slow leg congestion. In case the leg experiences deep channel degradation, the missing PDU may be re-transmitted a large number of times in this leg although it has been received on the other leg. Therefore, the ARQ window in the slow leg should be updated to allow it moving up its lower bound, thus reflecting the overall reception status of the duplicated bearer.
Observation 1: Packet duplication may lead to RLC ARQ windows mismatch between slow and fast legs resulting in slow leg triggering unnecessary status reports and retransmissions thus congesting further the slow leg.
2.3 Potential enhancement
We suggest solving the above issues with the below procedure to avoid Tx buffer overflow and AM ARQ window mismatch with actual RLC SDU receiving status when one leg works fine and the other is stuck.
The proposed solution includes the following parts:
[bookmark: OLE_LINK619][bookmark: OLE_LINK620]Step1: PDCP status report and data conformance report. 
a) Rx PDCP send PDCP status report to Tx PDCP reflecting successful PDCP SN receptions, Similar to RLC, these can be triggered periodically or when receiving polling from PDCP peer based on PDU number or PDU bytes.
b) At the same time, PDCP Rx sends the data conformance report to the SCG RLC Rx and MCG RLC Rx over Xn or intra cross-layer interactions. The data conformance report is used to inform RLC of slower leg some RLC SDUs has been received.
Step 2: After receiving the status report from Rx PDCP, Tx PDCP notifies Tx RLC of the successful PDCP SNs in all Tx RLC entities of active legs for this RB.
Step 3: Tx RLC identifies RLC SNs associated with ACK’ed PDCP SNs(from a mapping table between PDCP and RLC SNs), and discards pending RLC SDUs not yet transmitted.
Step 4: After receiving the data conformance report from Rx PDCP, Rx RLC identifies RLC SNs associated with PDCP SNs from data conformance report (from a mapping table between PDCP and RLC SNs) and moves its Rx ARQ window accordingly.
Step 5: After update the Tx buffer and Rx ARQ windows, Rx RLC need to update the mapping table between PDCP and RLC SNs in RLC Rx.
(1) UL DRB duplication process
In UL DRB duplication process which is illustrated in Fig.2. Assume the RLC1 Tx is the main RLC corresponded to MCG RLC Rx, and the RLC2 Tx is the duplication RLC corresponded to SCG RLC Rx. If the RLC1 Tx is the faster leg. The PDCP Rx needs to send the data conformance report to SCG RLC Rx over Xn.


Fig.2 UL DRB duplication process
(2) DL DRB duplication process
In DL DRB duplication process which is illustrated in Fig.3. Assume the MCG RLC Tx is the main RLC corresponded to RLC1 Rx, and the SCG RLC Tx is the duplication RLC corresponded to RLC2 Rx. If the MCG RLC Tx is the faster leg. The PDCP Rx needs to send the data conformance report to RLC2 Rx over intra cross-layer interactions.


 Fig.3 DL DRB duplication process
Rx PDCP needs to send data conformance report to Rx RLC reflecting successful PDCP SN receptions, these can be sent simultaneously with the PDCP status report , which can be triggered periodically or when receiving polling from PDCP peer based on PDU number or PDU bytes.
Proposal 2: Rx PDCP needs to send data conformance report to Rx RLC reflecting successful PDCP SN receptions.
In Rx RLC layer, when received data conformance report from Rx PDCP, Rx RLC have to get RLC SDU SN from the PDCP SN which is get from the data conformance report. So Rx RLC has to maintain the PDCP-RLC SNs mapping table to update the ARQ window.
Proposal 3: Tx and Rx RLC entities need to maintain and update the PDCP-RLC SNs mapping table.
[bookmark: _Ref433086885]Conclusion and Proposals
Proposal 1: when PDCP is informed of the reception of a duplicate via one leg, the corresponding outdated duplicates are discarded on the other legs via discard notification.
Observation 1: Packet duplication may lead to RLC ARQ windows mismatch between slow and fast legs resulting in slow leg triggering unnecessary status reports and retransmissions thus congesting further the slow leg.
Proposal 2: Rx PDCP needs to send data conformance report to Rx RLC reflecting successful PDCP SN receptions.
Proposal 3: Tx and Rx RLC entities need to maintain and update the PDCP-RLC SNs mapping table.
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