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1.
Introduction
RAN1 is responsible for running simulations and defining the physical layer transmission formats. RAN2 is responsible for defining the HARQ protocol. Since HARQ related control information is sent out-of-band, proper design requires some guidelines for the physical channel error rates.

In order to be able to progress the work in RAN1 and RAN2 somewhat independently, it would be useful to agree on some working assumptions. In this document we propose to start by introducing some high-level requirements that will allow RAN1 to perform apples-to-apples comparisons between proposals. Once the physical layer signalling choices have been narrowed down, it will be possible to delve in more detail into the specific error rates for each type of control information.
2.
Nomenclature

In order to simplify the descriptions in this passage we are going to define a few terms:

· Packet: distinct information payload. In the case of the HSDPA HARQ protocol for example, the NDI is toggled every time a new packet is transmitted.

· Sub-packet: single HARQ transmission of a packet. A sub-packet is made up of some, or all of the coded symbols corresponding to the associated packet. In the case of the HSDPA HARQ protocol, the NDI is toggled when the first sub-packet of a packet is transmitted and is not toggled thereafter for the rest of the sub-packets. The maximum number of sub-packets per packet can be selected arbitrarily by UTRAN. 
3.
Background
For HSDPA, the HARQ protocol requirements proposed by RAN2 were the following:

· ACK->NACK error: 1e-2

· NACK->ACK error: 1e-4

· Control channel miss: 1e-2

· NULL->ACK error: 1e-2

At the time where these recommendations were made there was relatively broad agreement on the support channel characteristics. For example, it was understood that the HS-SCCH would include a CRC and that therefore the probability of error on it would be relatively low. Thus, the control channel miss probability was the only one considered considered.

Furthermore, for HSDPA there was no concept of HARQ operation in soft handover. This made it easier to identify the set of error scenarios for which to select operating targets.

Note that later on, when RAN1 found it impossible to meet these requirements in some scenarios, it was agreed to relax them in the case where the UE is at the edge of coverage or traveling at high speeed. The relaxed requirements were the following:

· ACK->NACK error: 1e-1

· NACK->ACK error: 1e-3

· Control channel miss: 1e-2

· NULL->ACK error: 1e-1
4.
Discussion
4.1
Error Categorization

In the case of EUL, there are still a number of different design choices being considered. For example, it is still not clear whether a CRC will be included in the control channel. Or, if one is not included, what is going to be the effect of a control channel error. In some cases, if a soft buffer is corrupted, it may even result in the loss of two packets. At this point it is difficult to compare different solutions without some kind of common yard-stick. 
Instead of attempting to dictate the probabilities of error for each type of control channel configuration, it would be preferable to define requirements from the point of view of the effect on the higher layers. From the point of view of the higher layers we can identify two types of impact:
· CAT1: 
Errors causing the loss of a sub-packet. These errors result in an un-necessary re-transmission and therefore result in a commensurate degradation of throughput at the physical layer.
· CAT2:
Errors causing the loss of a packet. These errors result in a higher layer payload to be lost. Depending on the case, this data will either be terminally lost or will simply have to be re-transmitted at RLC level. The effect from these errors two-fold: there will be a throughput degradation due to the fact that the packet will need to be re-transmitted from scratch, and there will be a delay degradation due to the need to perform a layer 2 re-transmission.
Note that the probability of CAT2 errors essentially dictates the minimum residual error rate that the PHY/HARQ combination can operate at. There would for example be no point in trying to operate HARQ to give 1e-5 probability of error if the CAT2 error probability is 1e-3.

In the case of the HSDPA HARQ protocol we have the following correspondence:

· CAT1: Sub-packet loss

· Control channel miss: 
P[CC Miss]*P[NACK|NULL] ≈1%
· Control channel received:
P[CC Rx]*P[Erroneous NACK] = P[CC Rx] * P[TxACK] P[NACK|ACK] ≈ P[TxACK] *  1%
· Overall: (1 + P[TxACK]) * 1%

· CAT2: Packet loss
· Control channel miss:
P[CC Miss]*P[ACK|NULL] ≈ 1% * 1% = .01%
· Control channel received:
P[CC Rx]*P[Erroneous ACK] = P[TxNACK] * P[ACK|NACK] = P[TxNACK] *  .01%
· Overall: (1 + P[TxNACK]) * .01%
As can be seen, there was an effort to keep consistency between the different cases that lead to errors of the same severity. Note however that the probabilities linked to ACK/NACK channel mis-interpretations do not take into account the probability of sending a NACK or an ACK in the first place. These are indeed affected by the way the system is operated. One way or the other, both the probabilities of sending a NACK and an ACK are going to be lower than 1. Therefore, based on the calculations above, both occurrences of CAT1 and CAT2 errors would be dominated by errors caused by control channel misses. Similar conclusions can be reached in the case of the relaxed HSDPA requirements.
4.2
Higher layer impact
Throughput Impact
Assuming that RLC and TCP have windows large enough to support the required bandwidth delay product introduced by EUL, the impact on throughput is only going to be caused by un-necessary re-transmissions. 

CAT1 errors only cause the re-transmission of a single sub-packet, whereas CAT2 errors cause the re-transmission of the entire packet. Therefore, CAT2 errors cause a direct reduction of throughput by the same factor as the error probability.

The impact of CAT1 errors depends on the average number of re-transmissions required for each packet. A typical range of the average number of transmissions in a system geared towards achieving maximum throughput, rather than lowest delay, would be somewhere between 2 and 3. Therefore, in the best case, CAT2 errors have two times the impact on throughput that CAT1 errors have.
An impact of 1% on the system throughput seems more than acceptable. Therefore, in order to cover all possible operating points, we would suggest the following:

· Overall CAT1 error probability ≤ 2%
· Overall CAT2 error probability ≤ 1%

Residual Error rate / Delay Impact
Occurrences of CAT2 errors will result in the loss of a higher layer packet, or require re-transmissions to take place at RLC level. Therefore, the CAT2 error probability will define the bound on the residual packet error rate that can be achieved by the combination of PHY and HARQ. This value will therefore constitute a pivotal point in the delay/residual error rate operation of RLC. 
Note that the error probabilities as they were defined above refer to the probability of error per transmission event rather than per packet. This means that if it takes an average of three sub-packets for a packet to be transmitted, the residual packet error rate will be three times as high as the overall probability of a CAT2 error event.

The CAT2 error probability needs to be low enough that it is possible to operate services that cannot afford to wait for an RLC re-transmission, such as conversational services like voice or video telephony. Assuming that we would want to support such services, 1% residual packet error rate should be sufficient. Therefore, an overall CAT2 error probability ≤ 0.2% should be more than sufficient.
In the case of interactive/background class, where RLC and TCP re-transmissions would likely need to be supported, there are two aspects to consider:

· Impact on RLC/TCP stalling

· Delay itself 

The delay itself is probably not a big deal. Indeed, given that residual error-rates are lower than 1%, in typical scenario there would be at most one extra round-trip-time (maybe 300ms) of delay on top of the transmission delay. Even for users able to achieve high data-rates, for whom this may represent a large fraction of the overall delay, this is still not likely to be an issue since they would anyway be seeing lower delay than usual.
The impact on ARQ protocol stalling probability is probably more significant. Consider the case of a system configured to achieve the peak data when there are no errors at all. The peak data-rate would be divided by two if a single payload needed to be re-transmitted at every TTI. 
In its current form, RLC provides a maximum transmission window size of 2047. Assuming an RLC PDU size of 320bits, the maximum amount of data in flight would be: 320*2047 = 655kb. Even without errors, when only ACKs are needed to advance the window, the peak throughput of 4Mbps could only be achieved for the following round-trip-time values:

· One ACK per RTT (typical R’99 configuration): 80ms of RTT

· Unlimited ACKs per RTT (like TCP): 160ms of RTT

However RLC is under the control of 3GPP and we could therefore modify it in order to be able to support the desired peak data-rate based on the round-trip-times that network vendors expect to be able to offer in their systems.
TCP on the other hand is beyond the control of 3GPP. The nominal maximum TCP window is 64kB = 512kbits. This is smaller even than the RLC buffer size. The IETF has been conscious for some time of this limitation, which has been plaguing both terrestrial wireless and satellite systems, and has introduced new RFCs to address it (see [1]). It is therefore not expected that this is going to be an issue in the medium and longer term. 
Another thing to note is that ARQ scheme window-stalling will mostly affect extremely high data-rate users. These cases are going to be relatively rare, both because such users would need to be very close to the cell and because a wireless system is typically shared between multiple users. It therefore would not make much sense to raise the bar to address a problem that would only arise in a tiny fraction of cases.

We therefore consider that requiring an overall probability of CAT2 errors is ≤ 0.2% would be sufficient to cover all cases.
5.
Conclusion
The EUL design is still at a stage where a number of different alternatives are being considered for the HARQ signalling. It is proposed that the group start by agreeing on high level requirements on the HARQ signalling, based on the resulting error impact on the higher layers. 

We propose to separate error events into two categories:

· CAT1: error events causing the need for an additional re-transmission

· CAT2: error events causing the loss of a packet at HARQ level

We propose to use the following values for this high-level requirement:

· Overall probability of CAT1 errors: 2%

· Overall probability of CAT2 errors: 0.2%

We would also like to encourage the group to set a target for the peak data-rate that can be supported in the context of enhanced uplink so that it may be possible to evaluate whether RLC can meet it in its current form.
Once RAN1 has arrived closer to an understanding on some of the design choices (e.g. the inclusion of a CRC in the control channel and specific SHO scenarios) we could examine the specific error conditions in more detail.
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