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1. Introduction

The effect of the TTI on the end-to-end round trip time has been considered in earlier contributions [1]. In this contribution we show how and why the TCP performance depends on the end-to-end round trip time. The discussions in this contribution are valid for all modern TCP variants. It should be noted that even though there is a lot of activity going on to improve the way TCP handles delay variations [3], the congestion control mechanisms explained in this contribution are vital for the stability of the Internet, and will remain also in the evolved TCP versions. Therefore it is not expected that any future improvements change dramatically the basic dependency of TCP performance on round-trip time.

2. Impact of end-to-end round trip time on TCP performance

The TCP provides congestion control for IP based packet data networks. The congestion control mechanisms have a profound effect on the application performance over TCP. 

The congestion control is achieved by two different mechanisms. At a beginning of a connection, the available transmission rate is probed by the slow start procedure. In slow start, the data rate is increased by increasing the congestion window size by one segment for each received acknowledgement. The slow start continues until a packet is lost, after which the TCP connection enters the congestion avoidance phase. In congestion avoidance, the congestion window (and correspondingly the transmission rate) is halved for each packet loss. The window is then increased by one segment after receiving acknowledgements for the whole outstanding congestion window.

As the congestion window (and correspondingly the data rate) is only increased after a transmitted segment is acknowledged, the length of the slow start phase depends strongly on the round trip time. Figure 1 shows an example of the slow start for 30 ms and 60 ms round trip times over a 2 Mbps link. Note that for 30 ms RTT the slow start (during which the link is underutilized) lasts roughly 300 ms, while for 60 ms RTT is lasts over 600 ms. It can also be seen that for 30 ms round trip time the full link capacity can be utilized for object sizes of roughly 20 kbytes while for 60 ms RTT sizes larger than 45 kbytes are needed. 
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Figure 1: TCP Trace showing the effect of the round trip time on slow start for 2 Mbps link rate.

The TCP performance in congestion avoidance for large files can be roughly approximated by 
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in which C is the obtained throughput, MSS is the maximum TCP segment size, RTT is the round trip time and p is the IP packet loss probability. For derivation of equation above and a more accurate formula for TCP throughput, see e.g. [2].

Figure 2 shows the effect of the RTT for the download of large files for MSS=1460 bytes and for p=1%. The impact of the round-trip time to the TCP performance is evident. For example, the maximum sustainable throughput with 30 ms RTT is 4 Mbps while for 60 ms RTT one can only sustain 2 Mbps data rate.
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Figure 2: The effect of the RTT on TCP throughput in congestion avoidance phase.
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