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1 Introduction

This contribution is an update of R1-1900047. In TSG-RAN#81 plenary meeting, the scope of revised SID on physical layer enhancements for NR URLLC was defined for Release 16 (Rel-16) [1]. The possible URLLC L1 enhancements are listed to further improve reliability/latency and to meet other requirements related to the identified use cases, such as enhancements to the scheduling/HARQ/CSI processing timeline based on existing TTI durations.
In this contribution, we discuss RAN1 impacts on scheduling/HARQ processing timeline and CSI processing timeline that are necessary to fulfill the new requirements.
2 Enhancements to out of order HARQ
Release 15 (Rel-15) agreements related to the scheduling are listed below; they imply that out-of-order HARQ is not supported for DL and for UL.   
Agreements [2]:
· For each HARQ process ID, the UE is not expected to receive a scheduled unicast PDSCH transmission with the same HARQ process ID until

·      The time after the end of the expected transmission of the HARQ-ACK for an earlier transmission on the same HARQ process ID

· FFS: the time condition under which soft combining for the same HARQ process ID can be assumed
For the same DL HARQ process ID, the UE is not expected to receive a new scheduling before the HARQ-ACK for the current PDSCH has been sent, i.e. the network is not allowed to use the HARQ timing shown in Figure 1. The agreement has been captured as the following description in the section 5.1 of TS 38.214 [3].
“The UE is not expected to receive another PDSCH for a given HARQ process until after the end of the expected transmission of HARQ-ACK for that HARQ process, where the timing is given by Subclause 9.2.3 of [6].”  

For URLLC, one-shot transmission may not be an efficient way to meet the reliability requirement, such as (1-1e-6) or even (1-1e-5). Then, achieving this high reliability, in a potentially also more spectrum efficient way, could be done by using scheduled retransmission(s). In order to meet the stringent URLLC latency requirements, it would be beneficial to allow a (re)transmission of the same TB already before the HARQ A/N for the previous one has been received by the gNB. Other possibilities are slot aggregation transmission that already has been agreed in Rel-15, using mini-slot aggregation transmission if it will be studied in Rel-16. In the latter two approaches, multiple DL transmissions (i.e. multiple slots or mini-slots) are scheduled by one DCI. Then, these transmissions use the same MCS and the same time-frequency resource allocation. Therefore, the MCS and the RB allocation should be determined conservatively, because there is no chance for adjusting them within the prescribed low latency. The system resource efficiency could be too low to support a high number of users, since the MCS and the RB allocation would be determined based on the last time CSI before DL grant transmission.
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Figure 1. DL of Out-of-Order HARQ for the same HARQ process under the scheduling limitation
Figure 2 illustrates the transmission with/without scheduling limitation in terms of out-of-order HARQ with the same HARQ process ID. It can be observed that the scheduling information such as MCS, PMI, or RB allocation can be changed to match the latest channel condition if there is one CSI feedback during the transmissions. The availability of CSI feedback, and a scheduled retransmission before the HARQ feedback timing, can improve the transmission reliability by reducing the MCS index or increasing RB allocations. The CSI feedback can be P-CSI and/or SP-CSI based, which are already supported in Rel-15, or a shorter A-CSI feedback on short PUCCH could be used if it is to be studied in Rel-16. Therefore, it is beneficial to URLLC that the UE can receive a new scheduled unicast PDSCH before the HARQ-ACK for an earlier transmission on the same HARQ process ID.
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Figure 2. The transmission with scheduling limitation vs. without scheduling limitation
Observation 1: The DL system resource efficiency is low, if 
· The UE is not allowed to receive a new scheduled unicast PDSCH transmission with the same HARQ process ID before the HARQ-ACK for an earlier transmission on the same HARQ process ID.
Based on above discussion, the HARQ/scheduling limitation should be removed in URLLC case.

Proposal 1: The scheduling/HARQ limitation in Rel-15 should be removed in Rel-16 to accommodate URLLC. The UE behavior would be defined as follows.
· For each HARQ process ID, the UE can receive a scheduled unicast PDSCH transmission with the same HARQ process ID before the HARQ-ACK for an earlier transmission on the same HARQ process ID.
3 HARQ processing timeline

We evaluated the required latency to complete one and two uplink and downlink transmissions for the Release 15 enabled uses cases. Packet sizes of 32B and 200B were assumed. The detailed results are shown in the Appendix C. 

There are multiple components that contribute to the overall latency. For downlink transmission the latency is summed up from e.g. the gNB processing time to scheduling the initial and potential re-transmissions, PDCCH alignments, control and data channel durations, PDSCH decoding time (N1) and the PUCCH transmission alignment. Several of these durations are associated with an uncertainty and cannot be determined accurately (such as the gNB processing time, which is implementation and load dependent), or the PDSCH duration (which depends on the MCS, the selected SCS and the available bandwidth). It can be seen that the PDSCH decoding time (N1) only accounts only a small fraction of the overall latency. It is always possible to meet the prescribed latency requirements with a one-shot transmission. And for most investigated cases, also two transmissions can fit into the given latency bound. From the latency perspective we see therefore no need for further reduction of N1. 

Potential enhancements of the system efficiency due to multiple transmissions depend on the channel conditions. For AWGN channels, for example, it has been observed that due to the steep SINR/BLER curves the applicable MCS for a given SINR does not change significantly when a different BLER is targeted. The resource utilization gain in this case is therefore rather small. For other channel conditions, when a resource utilization gain could be expected, we find that it is very important to have updated CSI information available before scheduling the re-transmission [7].

We are making the following observations and proposals for downlink transmission:

Observation 2: The time for N1 is only a small part of the overall latency. If the overall latency shall be reduced, then also other aspects than N1 have to be taken into account (gNB processing time, PDSCH transmission granularity, PDCCH transmission alignment).
Observation 3: There is a relatively large uncertainty in the duration of multiple factors contributing to the overall latency, e.g. gNB processing time (implementation- and load dependent), transmission time alignment delay (0-4 OS) and PDSCH duration (2-14 OS).
Observation 4: For one-shot operation and UE cap#2, the latency requirements for 32B or 200B packets sizes are fulfilled for all evaluated cases with 40 MHz bandwidth. From the latency perspective, there is therefore no need to reduce the UE processing time for N1 beyond UE cap#2.
Observation 5: With UE cap#2, 40MHz bandwidth and a data packet size of 32B, 2 transmissions can be completed within 1ms. For worst case assumptions the latency target can be slightly exceeded.

Observation 6: For two transmissions, UE cap#2 and 40MHz bandwidth and data packet sizes of 200B, the latency requirement of 4ms is clearly met with UE cap#2.

Observation 7: For one-shot operation and UE cap#2, the latency requirements for 32B or 200B packets sizes are fulfilled and 20MHz bandwidth. From the latency perspective, there is therefore no need to reduce the UE processing time compared to UE cap#2.
Observation 8: For two transmissions, UE cap#2 and 20MHz bandwidth and a data packet size of 32B, the latency requirement of 1ms can only be met under very favorable conditions where all contributors to the latency are optimal.
Observation 9: For two transmissions, UE cap#2 and 20MHz bandwidth and data packet sizes of 200B, the latency requirement of 4ms is clearly met with UE cap#2.

Observation 10: For  the identified use cases, our study has shown that under almost all conditions at least 2 PDSCH transmissions can be supported within the given latency budget, there is no clear need identified for further latency reduction even if multiple transmissions should be supported.
Observation 11: For AWGN channels, the SINR-BLER curves are very steep, there is no significant resource utilization gain by targeting a higher BLER (e.g. 10%) in the initial transmission compared to one-shot transmissions with low BLER target.
Observation 12: The latency can also be decreased by allowing mini-slot lengths other than 2, 4 or 7. 
This leads to the following proposal:
Proposal 2: Do not introduce new requirements on N1. There is no need to support faster UE processing times for N1 than what is defined for UE cap#2. Furthermore, the latency requirements can be met with a one shot transmission and in most investigated cases also with 2 transmissions. 
Our results for uplink transmission are similar to the downlink: The PUSCH preparation time, N2, accounts only for small factor of the overall latency. The overall latency requirements can be met with one-shot transmissions (except for very long gNB processing times, where they are slightly exceeded). If the latency shall be reduced further, one can also use grant-free transmissions.

We are making the following observations and proposals for uplink transmission:

Observation 13: The time for N2 is only a small part of the overall latency.

Observation 14: To fulfill 4ms latency requirement, no reduction of processing times is needed.

Observation 15: It is difficult to meet the 1ms latency with retransmission if the initial transmission is SR based (even if all factors contributing to the latency could be optimized).

Observation 16: The overall latency is significantly reduced when CG transmission is used compared to SR based transmission.
This leads to the following proposals:

Proposal 3: For services with tight uplink timing requirements, CG transmission shall be used.

Proposal 4: Do not introduce new requirements on N2. There is no need to support faster UE processing times for N2 than what is defined for UE cap#2. Furthermore, the latency requirements can be met with a one shot transmission.
4 CSI processing timeline
In Rel-15 NR, the CSI computation time is defined as delay requirement 1 and delay requirement 2 [3]. For example, the shortest CSI computation delay is presented in Table 1; other CSI computation delays in Table 2 are much longer than those in Table 1. The notation Z1 means the shortest timing between the last symbol of DCI and the first symbol of the channel carrying the A-CSI; it can be called CSI reporting delay. Another notation Z'1 means the shortest timing between the first symbol of the channel carrying the A-CSI and the last symbol of CSI measurement resource, which includes the last symbol of the aperiodic CSI-RS resource for channel measurements, the last symbol of aperiodic CSI-IM used for interference measurements, and the last symbol of aperiodic NZP CSI-RS for interference measurement. Z'1 provides the shortest time distance between measurement resource and CSI reporting, when aperiodic CSI-RS is used for channel measurement for triggered CSI.
Table 1: CSI computation delay requirement 1 [3]
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	Z1 [symbols]

	
	Z1
	Z'1

	0
	10
	8

	1
	13
	11

	2
	25
	21

	3
	43
	36


Table 2: CSI computation delay requirement 2 [3]
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	Z1 [symbols]
	Z2 [symbols]
	Z3 [symbols]

	
	Z1
	Z'1
	Z2
	Z'2
	Z3
	Z'3

	0
	22
	16
	40
	37
	22
	X1

	1
	33
	30
	72
	69
	33
	X2

	2
	44
	42
	141
	140
	min(44, X3+ KB1)
	X3

	3
	97
	85
	152
	140
	min(97, X4+ KB2)
	X4


We can name the HARQ feedback delay, which is counted from the last symbol of the PDCCH to the first symbol of the channel carrying the HARQ information. It is convenient to compare between the HARQ feedback timing and the CSI feedback timing based on the current specification. Since the URLLC has urgent latency requirement, the slot offset between PDCCH and PDSCH should be set to 0. For simpler comparison, we assume the PDCCH is completely transmitted at the previous one symbol before PDSCH transmission. Then, the HARQ feedback delay consists of the PDSCH processing time and the PDSCH duration.

According to the Rel-15 specification, the PDSCH processing time is specified for the UE capability 1 and UE capability 2 as shown in Tables 6 and 7, respectively, in the Appendix A.  In Rel-15, the PDSCH duration can be 2, 4 and 7 symbols for PDSCH mapping type B. Since the PDSCH mapping type B can start to be transmitted at any symbol, it can be used for URLLC PDSCH transmission to achieve low latency. Therefore, based on the above assumption, the HARQ feedback delays for various SCS and PDSCH durations for UE capabilities 1 and 2, are presented in Table 3.
Table 3 HARQ feedback delay with PDSCH mapping type B and dmrs-AdditionalPosition = pos0
	PDSCH duration [symbols]
	PDSCH processing time + PDSCH duration [symbols]

	
	PDSCH processing time for
capability 1 in Table 6 in the Annex
	PDSCH processing time for
capability 2 in Table 7 in the Annex

	 
	15khz
	30khz
	60khz
	120khz
	15khz
	30khz
	60khz

	2
	10
	12
	19
	22
	5
	6.5
	11

	4
	12
	14
	21
	24
	7
	8.5
	13

	7
	15
	17
	24
	27
	10
	11.5
	16


Furthermore, we compare the CSI reporting delay Z1 (in Tables 1 and 2) and the HARQ feedback delay (in Table 3) at the same SCS as follows.

· Table 1 (Z1) vs Table 3: although the CSI reporting delays in Table 1 are the shortest as compared to those in Table 2, assuming no CPU occupancy, wideband frequency-granularity, at most 4 CSI-RS ports and single CSI report, it can be observed that at the same SCS the HARQ feedback delay(s) shown in red in Table 3 is/are still smaller than the CSI computation delay in Table 1. 

· Table 2 (Z1) vs Table 3: as the CSI reporting delays in Table 2 are not the shortest, it can be observed that at the same SCS all the HARQ feedback delays in Table 3 are much smaller than the CSI computation delay in Table 2. 

When the minimum HARQ feedback delay is smaller than the CSI computation delay, then the A-CSI reporting would come later if they both are triggered in the same time domain resource. Using P-CSI feedback is not always feasible, especially not for URLLC traffic bursts. This would require a very short reporting period and would consume a large amount of uplink resources and would increase the UE power consumption. Hence, as illustrated in Figure 3, there are two choices for the gNB implementation when the HARQ feedback delay value is smaller than the CSI computation delay. 

·  Case 1: gNB is sending the (re)transmission right away after it has received the HARQ feedback information from the UE. In this case, the gNB cannot use the latest channel condition reported by the UE, and the scheduling information of the (re)transmission has to be based on the outdated CSI feedback. This results in low system efficiency since the gNB always would assume that the UE is in the worst channel condition.

·  Case 2: gNB is waiting with the (re)transmission until it has received both the HARQ and A-CSI feedback information from the UE. In this case, the gNB can use the latest channel condition reported by the UE, solving the drawback in Case 1. However, an extra latency is introduced while waiting for the A-CSI report. It may not be acceptable for latency stringent traffic. 
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Figure 3. Issue of current CSI computation delay

Observation 17: Rel-15 CSI computation delay is too large to improve the URLLC transmission efficiency.

Therefore, a straightforward solution is to shorten the current CSI computation delay to solve the issues mentioned above. For example, the new CSI computation delay requirement for URLLC, calculated by scaling factor (about 0.5) * the values in Table 1, is presented in Table 4. The specific condition to enable the shorter CSI computation delay requirement/value could be FFS for URLLC. It can be defined as new UE capability for CSI computation delay.
Table 4: New advanced CSI computation delay requirement for URLLC
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	Z1 [symbols]

	
	Z1
	Z'1

	0
	5
	4

	1
	6.5
	5.5

	2
	13
	11

	3
	22
	18


In order to evaluate the impact of the updated CSI information on the system level performance, the following two schemes are evaluated and the simulation results are provided in Table 5. The detailed simulation assumptions are shown Table 8 in Appendix B.
· Scheme 1: with R15 CSI computation delay as Table 1
· Scheme 2: with new CSI computation delay as Table 4
The BLER target is assumed to be 1e-5 and the aperiodic traffic model for the remote driving use case is applied, which has been agreed in RAN1#94bis. A/N based outer-loop link adaptation is enabled to compensate the channel fluctuations on a long-term basis. In Table 5, it can be observed that without a shorter CSI delay, the 95% users’ ratio is not met, i.e. the ratio of users satisfying the 1e-5 BLER target is about 90.0%. This also implies that in order to meet the BLER target, a more conservative MCS should be selected in each scheduling attempt, which will lead to loss in spectrum efficiency or fewer active URLLC UEs in one cell. Moreover, the outer-loop adjustment is not sufficient to compensate the mismatch between the selected MCS and the outdated channel condition for URLLC. In comparison, new CSI delay could bring significant improvement in terms of ratio of performance guaranteed UEs, i.e. the ratio of users satisfying the 1e-5 BLER target is increased to 98.3%. The LL-CSI could also improve the overall spectrum efficiency which could be translated directly to increased URLLC system capacity and enable URLLC business application 
Table 5 Statistics of UE BLER for Scheme 1 vs. Scheme 2

	Schemes
	Proportion of UEs meeting the BLER target of 1e-5 

	Scheme 1 (with R15 CSI computation delay as Table 1)
	90.0%

	Scheme 2 (with new CSI computation delay as Table 4)
	98.3%


Proposal 5: The CSI computation delay should be shorter for URLLC in Rel-16 than Rel-15.
4 Conclusion
In this contribution, we provide our views on the design of the enhancements to scheduling/HARQ/CSI processing timeline for URLLC. We have the following observations and proposals:
Observation 1: The DL system resource efficiency is low, if 
· The UE is not allowed to receive a new scheduled unicast PDSCH transmission with the same HARQ process ID before the HARQ-ACK for an earlier transmission on the same HARQ process ID.
Observation 2: The time for N1 is only a small part of the overall latency. If the overall latency shall be reduced, then also other aspects than N1 have to be taken into account (gNB processing time, PDSCH transmission granularity, PDCCH transmission alignment).
Observation 3: There is a relatively large uncertainty in the duration of multiple factors contributing to the overall latency, e.g. gNB processing time (implementation- and load dependent), transmission time alignment delay (0-4 OS) and PDSCH duration (2-14 OS).
Observation 4: For one-shot operation and UE cap#2, the latency requirements for 32B or 200B packets sizes are fulfilled for all evaluated cases with 40 MHz bandwidth. From the latency perspective, there is therefore no need to reduce the UE processing time for N1 beyond UE cap#2.
Observation 5: With UE cap#2, 40MHz bandwidth and a data packet size of 32B, 2 transmissions can be completed within 1ms. For worst case assumptions the latency target can be slightly exceeded.

Observation 6: For two transmissions, UE cap#2 and 40MHz bandwidth and data packet sizes of 200B, the latency requirement of 4ms is clearly met with UE cap#2.

Observation 7: For one-shot operation and UE cap#2, the latency requirements for 32B or 200B packets sizes are fulfilled and 20MHz bandwidth. From the latency perspective, there is therefore no need to reduce the UE processing time compared to UE cap#2.
Observation 8: For two transmissions, UE cap#2 and 20MHz bandwidth and a data packet size of 32B, the latency requirement of 1ms can only be met under very favorable conditions where all contributors to the latency are optimal.
Observation 9: For two transmissions, UE cap#2 and 20MHz bandwidth and data packet sizes of 200B, the latency requirement of 4ms is clearly met with UE cap#2.

Observation 10: For  the identified use cases, our study has shown that under almost all conditions at least 2 PDSCH transmissions can be supported within the given latency budget, there is no clear need identified for further latency reduction even if multiple transmissions should be supported.
Observation 11: For AWGN channels, the SINR-BLER curves are very steep, there is no significant resource utilization gain by targeting a higher BLER (e.g. 10%) in the initial transmission compared to one-shot transmissions with low BLER target.
Observation 12: The latency can also be decreased by allowing mini-slot lengths other than 2, 4 or 7. 
Observation 13: The time for N2 is only a small part of the overall latency.

Observation 14: To fulfill 4ms latency requirement, no reduction of processing times is needed.

Observation 15: It is difficult to meet the 1ms latency with retransmission if the initial transmission is SR based (even if all factors contributing to the latency could be optimized).

Observation 16: The overall latency is significantly reduced when CG transmission is used compared to SR based transmission.
Observation 17: Rel-15 CSI computation delay is too large to improve the URLLC transmission efficiency.
Proposal 1: The scheduling/HARQ limitation in Rel-15 should be removed in Rel-16 to accommodate URLLC. The UE behavior would be defined as follows.

· For each HARQ process ID, the UE can receive a scheduled unicast PDSCH transmission with the same HARQ process ID before the HARQ-ACK for an earlier transmission on the same HARQ process ID.
Proposal 2: Do not introduce new requirements on N1. There is no need to support faster UE processing times for N1 than what is defined for UE cap#2. Furthermore, the latency requirements can be met with a one shot transmission and in most investigated cases also with 2 transmissions. 
Proposal 3: For services with tight uplink timing requirements, CG transmission shall be used.

Proposal 4: Do not introduce new requirements on N2. There is no need to support faster UE processing times for N2 than what is defined for UE cap#2. Furthermore, the latency requirements can be met with a one shot transmission.
Proposal 5: The CSI computation delay should be shorter for URLLC in Rel-16 than Rel-15.
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Appendix A
Tables 6 and 7 specify the PDSCH processing time for the UE capability 1 and UE capability 2, respectively.
Table 6: PDSCH processing time for PDSCH processing capability 1 [3]
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	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 
	dmrs-AdditionalPosition ≠ pos0 

	0
	8
	N1,0, 13 or 14 based on PDSCH DM-RS position

	1
	10
	13

	2
	17
	20

	3
	20
	24


Table 7: PDSCH processing time for PDSCH processing capability 2 [3]
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	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 

	0
	3

	1
	4.5

	2
	9 for frequency range 1


Appendix B
Table 8 Simulation assumptions for Transport Industry in Urban Macro Deployment

	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500 m

	Carrier frequency
	4 GHz or 700 MHz

	Simulation bandwidth
	For 4 GHz, 40 MHz

For 700 MHz, 20 MHz

	SCS 
	30 kHz

	Channel model 
	UMa in TR 38.901

	Transmit power per TRP
	49 dBm 

	BS antenna height
	25 m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5 dB

	UE Tx power
	23 dBm

	UE antenna height
	3 m

	UE antenna gain
	3 dBi

	UE receiver noise figure
	9 dB

	UE distribution
	Urban A in 37.885

- Vehicle type distribution: 100% vehicle type 2.

- Vehicle speed is 60 km/h in all the lanes.

	Number of UEs per cell
	10

	UE power control
	Open-loop power control with P0 = -86 dBm, alpha = 0.9

	HARQ/repetition
	Adaptive HARQ retransmission

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC


Appendix C – Latency analyses related to N1/N2 processings

Scenarios
In accordance with the agreed evaluation assumptions for Rel15 enabled use cases [2], following scenarios are addressed in this paper:

Table 1 - Investigated scenarios to assess the need of further UE processing time reduction
	Scenario
	Frequency
	Bandwidth
	SCS
	PDSCH load
	Latency/Reliability

	#1
	4 GHz
	40 
	30, 60
	32B, 200B
	1ms (32B) 

4ms (32B, 200B) 

/ 99.999%

	#2
	700 MHz
	20
	30
	32B
	1ms / 99.999%


DL data transmission – discussion of N1

Contributing factors to the DL latency
Figure 1 below illustrates an example of the different contributors to the overall latency for the case of downlink data transmission. It shows the initial transmission with one re-transmission.
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Figure 1 – Different contributors to the latency for downlink data transmission
A general explanation of the different contributors to the overall latency is given below and in the sub-sequent sections latency values are associated according to the characteristics of the scenarios shown in Table 1.   

gNB processing: The time needed to prepare the transmission and to determine the scheduling decision. Depending on the implementation and cell load, this time may vary significantly. This factor is an uncertain part of the overall latency estimation. Therefore, in the evaluations two different processing times, one aggressive and one conservative value are assumed.
Transmission alignment: The UE is monitoring the PDCCH only on pre-defined symbols. When the gNB has made its scheduling decision it has to wait until the next PDCCH monitoring occasion in order to transmit the PDCCH carrying the DL assignment. The granularity of the PDCCH monitoring is a result from a trade-off between PDCCH reliability (which maximum aggregation level shall be monitored in each monitoring instance) and the desired latency (how many PDCCH monitoring instances can be configured within one slot). The obtained alignment delays can therefore be different for different use cases.

PDCCH and PDSCH transmission duration: The time it takes to transmit the control and the data channel. For the control channel this duration depends on the PDCCH aggregation level, the chosen subcarrier spacing and the available bandwidth. For the data channel, the duration is determined by the packet size, the subcarrier spacing, the available bandwidth and the MCS.

N1: The time from the end of the PDSCH reception until the earliest possible time when HARQ-A/N can be transmitted. If the PDSCH decoding has been successful, the UE can sent the data to higher layers. If not, a retransmission has to be initiated. The maximum allowed PDSCH decoding time is specified in 38.214 [3] in terms of OFDM symbols. For the aggressive UE cap#2 the N1 value is {3, 4.5, 9} OFDM symbols for {15, 30, 60} kHz SCS. In the latency calculations N1 is used for both the initial transmission and the retransmission. This can be assumed to be reasonable, as the ACK/NACK preparation will take place in parallel with the L2 processing of the correctly decoded TB in the retransmission and which would terminate the latency time-line.  
Uplink transmission alignment: The time between that the PDSCH has been decoded until the next PUCCH is available to send the HARQ feedback. Here, it is assumed that the PDSCH decoding does not need to finish on a symbol boundary, 0.5 OS are assumed as PUCCH delay.  

PUCCH duration: The time duration of the PUCCH carrying the A/N. If the last PUCCH was carrying an NACK, the gNB has to successfully decode this message and initiate a retransmission of the TB, where the above processing steps are repeated until the maximum number of retransmissions has been reached or the TB has been decoded correctly.
Scenario #1 – 4GHz, SCS 30 and 60 kHz
In Table 2 below, the estimated latencies are shown for different scenarios with 30 kHz and 60 kHz SCS and a carrier bandwidth of 40 MHz. Two MCS values (MCS 5, MCS 20) have been considered to reflect the PDSCH durations at different SINR levels. It can be seen that the latency budget always can be met with one-shot transmissions. Even with two transmissions, only for cases with large assumptions on the gNB processing times, the latency budget could be exceeded (indicated in yellow color in Table 2).
Table 2 – Estimated latency times for 40 MHz bandwidth and SCS 30/60 kHz
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Transuission alignment B 0 4 0 4 0 4 0 4 0 4 0 4 0 4 0 4
PDCCH duration B 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
PDSCH duration + 2 2 4 4 7 7 13 13 2 2 2 2 2 2 2 2
PDSCH processing cap2 (ND) |5 45 45 9 9 45 45 9 9 45 45 9 9 45 45 9 9

'[':éz‘]c’ il ransimission 10 18 185 | 315 15 23 275 | 405 10 18 165 | 295 10 18 165 | 295

'['::‘C" il ransimission 03 | o064 | 033 | 0s6 | o0s4 | o082 | 049 | 072 | 036 | o064 | 029 | 0353 | 036 | o064 | 029 | 033
PUCCH transmission alignment [6 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05 05
PUCCH duration i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

€NB processing time s 25 65 45 135 25 65 45 135 25 65 45 135 25 65 45 135
Transuission alignment 1 |9 0 4 0 4 0 4 0 4 0 4 0 4 0 4 0 4
PDCCH duration 10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
PDSCH duration 11 2 2 4 4 7 7 13 13 2 2 2 2 2 2 2 2
PDSCHprocessing NI) |12 45 45 9 9 45 45 9 9 45 45 9 9 45 45 9 9

Totallatency [#OS] 2150 | 375 | 385 | e4s | 315 | 475 | ses | sas | 215 | 375 | 345 | eos | 215 | 375 | 345 | e0s

Totallatency [ms] 077 | 134 | oeo | 115 | 113 | 170 | 1or | 147 | 077 | 134 | o0& | 108 | 077 | 134 | o0& | 108





Notes:

(1), (8):  gNB processing time: Chosen to be between 2.5OS and 6.5OS for 30 kHz SCS and between 4.5OS and 13.5OS for 60 kHz SCS.

(2), (9): Transmission alignment: The best case is when there is no gap between the end of the gNB processing and the next PDCCH monitoring occasion, i.e. “Min = 0OS”. In worst case, the PDCCH monitoring occasion has just passed when the gNB processing finishes. Therefore, the maximum alignment time is determined by the monitoring granularity. 4 PDCCH monitoring occasions per slot are assumed, resulting in a worst case granularity of 4 symbols. 

(3), (10): PDCCH duration: 1OS is assumed

(4), (11) PDSCH duration: The PDSCH can be transmitted over mini slots of 2, 4 or 7 OS, or over the whole slot. The durations in the table below have been calculated as follows: MCS5 and MCS 20 from Table 5.3.1.3-3 in 38.214, DMRS is assumed on every 3rd sub carrier in one OS, the PDSCH is assumed not to overlap in time with the PDCCH. 
(5), (15) PDSCH processing: According to UE cap#2, i.e. 4.5 OS for 30 kHz SCS and 9 OS for 60 kHz SCS have been used.
(6) PUCCH transmission alignment: 0.5 OS
(7) PUCCH duration: One symbol is assumed to carry the ACK/NACK on the PUCCH.

Scenario #2 – 700MHz, SCS 30

In Table 3 below, the estimated latencies for 30 kHz SCS are summarized for a carrier bandwidth of 20 MHz. For the 20MHz BW it can be seen that the latency budget is met in almost all cases (except for one extreme scenario, marked in orange in Table 3) with a one-shot transmission. Also for multiple transmissions, in situations where the latency requirement is not met, it is mostly due to long gNB processing times, the PDCCH alignment and data channel durations. These parameters have a large impact.   

Table 3 – Estimated latency times for 20 MHz bandwidth and SCS 15/30 kHz
[image: image12.png]MCS 5 (38.214 Table 5.3.1.3 - 3),

QPSK, CR 99/1024

MCS 20 (38.214 Table 5.3.1.3 - 3),
160AM, CR = 616/1024

32B (256 bits + 24( 200B (1600 bits +|32B (256 bits + 24| 200B (1600 bits +

bits CRC) 24 bits CRC) bits CRC) 24 bits CRC)

Note# | M= Max Min Max Min Max Min Max

§NB processing time 1 25 65 25 65 25 65 25 65
Transmission aignment 2 0 4 0 4 0 4 0 4
PDCCH duration 3 1 1 1 1 1 1 1 1
PDSCH duration 4 4 4 13 13 2 2 2 2
PDSCH processing cap2 5 45 45 45 45 45 45 45 45
Latency, Inial transmission, [£0S] 12 20 21 2 10 18 10 18

Latency, Inital ransmission, [ms] 043 071 075 104 036 064 036 064
PUCCH transmission alignment  [6 05 05 05 05 05 05 05 05
PUCCH duration i 1 1 1 1 1 1 1 1
§NB processing time s 25 65 25 65 25 65 25 65
Transmission alignment I1 B 0 4 0 4 0 4 0 4
PDCCH transmission 10 1 1 1 1 1 1 1 1
PDSCH transmission 11 4 4 13 13 2 2 2 2
PDSCH processing 12 45 45 45 45 45 45 45 45

Total latency [#OS] 255 415 435 595 215 375 215 375

Total latency [ms] 091 148 155 213 0.77 134 077 134




 
Notes:

(1), (8) gNB processing time: Same assumption as in Scenario#1 in absolute time

(2), (9): Transmission alignment: Same as for Scenario#1 

(3), (10): PDCCH duration: 1 OS

(4), (11) PDSCH duration:  Same as in Scenario#1.

(5), (12) PDSCH duration: According to UE cap#2, 4.5 OS for 30 kHz SCS have been used.
(6) PUCCH transmission alignment: 0.5 OS
(7) PUCCH duration: One symbol is assumed to carry the ACK/NACK on the PUCCH.

Potential benefits of multiple DL transmissions

In the previous sections it has been observed that the basic latency requirement can be met with a single-shot transmission. Also two transmissions within the latency budget can already be supported in most investigated cases. It has further been observed that the impact from N1 on the overall latency is very small. Thus, if the overall latency still would be need to reduced, to support more transmissions within a given latency budget, the focus should be not be on a reduction N1 but all contributors should be addressed. 

In this section, the general benefit of multiple transmissions (not necessarily related to a reduced N1 value) is discussed.  

Assume that the PDSCH reliability requirement is 1e-5. For a one shot transmission, the BLER target of the single transmission then needs to be equal to the overall BLER, i.e. 1e-5. If there is time for two transmissions, the overall BLER could also be achieved by assuming BLER1=1e-1 for the first transmission and BLER2 = 1e-4 for the second transmission. If a significant higher MCS could be selected for the individual transmissions, especially for the initial transmission, the overall resource utilization could be improved compared to one-shot schemes. 

Multiple DL transmission in AWGN channels

In AWGN channels the SINR/BLER curves are very steep. In these conditions there is no big difference between the required SINR to achieve a BLER of 1e-1 or to achieve BLER of 1e-5. Therefore, there is also no big difference in the MCS that can be adopted. The resource utilization gain for the first transmission is low compared to a one-shot approach. As an example, in Table 4 below, the required SINRs to achieve a certain BLER are shown for different MCS values (SCS 15, 1T1R). The MCS values are taken from Table 5.1.3.1-1 in [3] except the first row with R = 78/1024 which corresponds to MCS4 from Table 5.1.3.1-3 from the same reference. 

Table 4 – LLS for different MCS, BLER targets and required SINR with AWGN channel
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In Table 4 it can be observed that for the same MCS the required SINR values do not differ significantly for different BLER targets. Assume that a packet with size 32B has to be transmitted. This equals 32*8 bits +24 bits CRC = 280 bits to be transmitted. Assume further a SINR of -2dB at the UE. Then, for a one shot-transmission, according to results shown in Table 4, MCS2 would need to be selected in order to achieve BLER 1e-5. This results in approximately 62 PRBs (280 bits / 2 (QPSK) * 1024 / 193 / 12 subcarriers). For two transmissions, and assuming BLER 1e-1 in the first transmission, MCS3 could be used. This corresponds to approximately 48 PRBs for the first transmission (280 bits / 2 (QPSK) * 1024 / 251 / 12 subcarriers). For the second transmission with BLER 1e-4, MCS2 would be needed resulting in 62 PRBs. Thus, for this example, employing two transmissions would result in an average number of 48+0.1*62=54.2 PRBs. For this particular example, the gain in resource utilization would be 12.6%, which cannot be considered as a significant gain. The above results are summarized in Table 5 below.

Table 5 – Example for resource utilization gain in AWGN channel, 2TX vs 1TX
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Results from downlink latency analysis

From the evaluations shown in Table 2 and Table 3 it can be observed that the UE processing time N1 only accounts for a small portion of the overall latency. A potential reduction would therefore not result in significant benefits for the overall latency. There are several uncertainties in the overall delay estimation, such as the gNB processing time (which is implementation and load dependent), the PDCCH alignment delay which is randomly distributed between 0 and the worst case monitoring granularity of 4-5 symbols, the PDCCH duration of 1-2 symbols and the PDSCH duration between of 2-7 symbols. Assuming e.g. an uncertainty of 4 OS for the gNB processing time, then the latency cannot be determined exactly within an accuracy of 4 (gNB) + 5 (PDCCH monitoring) + 1 (PDCCH duration) + 5 (PDSCH duration) = 15 symbols. Even if it would be possible to reduce the UE processing time with e.g. 2OS, then this would only account for a very small fraction of the overall latency.
The evaluations in the previous sections show further that the 1ms latency requirement is met for one shot transmissions of 32B packets sizes and 40 MHz bandwidth. This is the case even when very long gNB processing times are assumed. Even for 20 MHz bandwidth the latency requirement can be met with one-shot. Also for 200B packets, a one 1ms latency can be achieved. Here, it should be noted that the evaluation assumptions for 200B only require a latency target of 4ms.  
The evaluations show further that there is enough time for two transmissions within the given latency budget for almost all evaluated cases.

The commercial success of the URLLC use case also depends on the timely availability of cost-efficient chipsets. Reducing the N1 processing time will give little to no impact on the overall latency and system performance, but can increase the chipset cost. 

From our perspective there is no need to reduce the overall latency for downlink data transmission. But if RAN1 decides to study potential enhancements, then there are other less complex mechanisms to consider, for example the implementation of the gNB processing, the available of PDCCH monitoring occasions. Already this alone can result in the same latency saving as a potential reduction of N1. Another latency improvement would be to allow more PDSCH durations than the 2, 4 and 7 symbols that are specified in Rel15. Currently, if for example 5OS would be needed to send packets with a certain MCS, then a 7OS transmission has to be scheduled.

For multiple transmissions, it is important to have updated CSI available at the gNB [7], in our view this is a more important issue than faster-retransmissions based on outdated CSI. 

We make the following proposal for the processing for the DL data transmission: 

UL data transmission – Discussion of N2
For uplink data transmission both scheduling request and configured grant can be used. The latencies for both approaches are evaluated in this section. 
2.2.1 SR based transmission
Figure 2 below illustrates an example of the different contributors to the overall latency for the case of SR based uplink data transmission. It shows the initial transmission and one retransmission.
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Figure 2 - Different contributors to the PUSCH latency, SR based transmission 

A general explanation of the different contributors to the overall latency is given below. In the sub-sequent sections, latency values are associated according to the characteristics of the investigated scenarios from Table 1.   

UE SR processing: The time needed to prepare transmission of the SR and to determine when it can be transmitted.
SR Transmission alignment: The gNB is monitoring the SR only on pre-defined symbols. When the UE has made its decision to transmit the SR, it has to wait until the next transmission occasion in order to transmit the SR. 

SR duration: The time it takes to transmit the SR.
gNB SR Processing: The time it takes to process the SR once it has been completely received, decide on a PUSCH grant, schedule and encode it. Depending on the implementation and the load in the cell, this time may vary significantly. Therefore, two values have been used in the evaluations. 
PDCCH Transmission alignment: The UE is monitoring the PDCCH only on pre-defined symbols. When the gNB has made its scheduling decision it has to wait until the next PDCCH transmission occasion in order to transmit the grant. It is then further assumed that the grant can be transmitted, i.e. that no PDCCH blocking occurs. 
PDCCH duration: The time it takes to transmit the PDCCH.
N2: The time from the end of the PDCCH reception at the UE until the earliest possible time when the PUSCH can be transmitted. The maximum allowed PUSCH preparation time is specified in 38.214 [3] in terms of OFDM symbols. For the aggressive UE cap#2 N2 is {5, 5.5, 11} OFDM symbols for {15, 30, 60} kHz SCS.
PUSCH transmission alignment 1, 2: The time between that the PUSCH has been assembled, encoded and is ready for transmission. Here, it is assumed that the PUSCH can be sent immediately after N2, i.e. that this time is equal to zero and does not introduce any extra delay.  

PUSCH duration: The time duration of the PUSCH.

gNB PUSCH Processing 1, 2: The time it takes for the gNB to process the PUSCH once it has been received and in case of an error, to schedule a retransmission grant. Hence, this processing time is split into two components, the PUSCH decoding, for which a duration of N1 symbols is assumed (same as PDSCH decoding at the UE side), and the scheduling for which two values are assumed (similar as for PDSCH scheduling). N1 is the specified maximum UE processing time for PDSCH processing based on UE capability #2.
CG based transmissions

The configured grant gives a significant reduction of the latency, since time-consuming processing related to SR and the initial transmission can be replaced by pre-configuration of some parameters. Figure 3 below illustrates an example of the different contributors to the overall latency for the case of uplink data transmission with configured grant. It shows the initial transmission and one retransmission, note that the re-transmission is grant-based. 
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Figure 3: Different contributors to the PUSCH latency, CG based transmission

All steps after gNB PUSCH transmission alignment 1 are identical to the timeline in the SR based transmission scenario, but all processing before that is reduced significantly.

Thus, the processing steps prior to the initial PUSCH transmission for the SR-based approach are replaced with the following two functions for the configured grant. 

UE processing: Preparation of the uplink data transmission according to the parameters defined by the pre-configured grant.

PUSCH transmission alignment: After the PUSCH has been prepared, the UE has to wait until the next transmission occasion (TO) of the configured grant. The granularity of the TOs is configurable and can be set according to the latency requirements of the use case.

Scenario #1: 4GHz, 40MHz BW, SCS 30 kHz and 60 kHz SCS
The latencies that can be achieved for 40MHz BW with SCS of 30 and 60 kHz are summarized in Table 6 below. The same table contains the numbers both for the SR-based approach and for the configured grant. The processing time that is unique for the SR-based approach is denoted “SR-based transmission”, the processing time that is only related to the CG is denoted “CG-based transmission”.   

Table 6 - Estimated latencies for 40 MHz bandwidth and SCS 30/60 kHz
[image: image17.png]MCS 5 (38.214 Table 5.3.1.3 - 3), QPSK, CR 99/1024

MCS 20 (38.214 Table 5.3.1.3 - 3), 160AM, CR = 616/1024

32B (256 bits + 24 bits CRC)

2008 (1600 bits + 24 bits CRC)

32B (256 bits + 24 bits CRC)

2008 (1600 bits + 24 bits CRC)

30kHz SCS 60kHz SCS 30kHz SCS 60kHz SCS 30kHz SCS 60kHz SCS 30kHz SCS 60kHz SCS
Max Max Min Max Max Max Max Min Max Max
Note #
SR - based transmission
UE SR processing 11 2 2 4 4 2 2 4 4 2 2 4 4 2 2 4 4
SR transmission alignment 1.2 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
SR duration 13 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
¢NB SR processing 14 25 25 5 5 25 25 5 5 25 25 5 5 25 25 5 5
mnmm 15 0 4 0 4 0 4 0 4 0 4 0 4 0 4 0 4
PDCCH duration 16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
N2 17 55 55 11 11 55 55 11 11 55 55 11 11 55 55 11 11
Total - SR based 12 145 2 27 12 145 2 27 12 145 2 27 12 145 2 27
CG - based transmission
UE processing 2.1 35 35 7 7 35 35 7 7 35 35 7 7 35 35 7 7
PUSCH tx alignment 2.1 0 2 0 3 0 2 0 3 0 2 0 3 0 2 0 3

Common latencies for SR

PUSCH duration 3 2 2 2 2 5 5 9 9 1 1 1 1 1 1 2 2
gNB PUSCH processing 1[4 45 45 9 9 45 45 9 9 45 45 9 9 45 45 9 9
Initial TX - SR [£0S] 185 21 33 38 215 24 40 45 175 20 32 37 175 20 33 38
Initial TX - SR [ms] 0.66 0.75 0.59 0.68 0.77 0.86 0.71 0.80 0.63 0.71 0.57 0.66 0.63 0.71 0.59

:‘:::“mm 5 0 4 0 4 0 4 0 4 0 4 0 4 0 4 0 4
PDCCH duration 6 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
N2 7 55 55 11 11 55 55 11 11 55 55 11 11 55 55 11 11
PUSCH duration i 2 2 2 2 5 5 9 9 1 1 1 1 1 1 2 2
gNB PUSCH processing 2 |9 45 45 9 9 45 45 9 9 45 45 9 9 45 45 9 9
27TX - SR [£0S] 315 38 56 65 375 44 70 79 295 36 54 63 295 36 56 65

2TX - SR ms]





Notes:

(1.1) – UE SR processing: 2OS in 30kHz SCS, 4 OS in 60kHz.
(1.2) – SR Transmission alignment: Here it is assumed that the UE can transmit the SR in any OS. Hence, the minimum and maximum alignment time are 0 and 1OS respectively. 

(1.3) – SR duration: The SR is transmitted over 1OS.
(1.4) – gNB SR Processing: The gNB SR processing is assumed to be 2OS shorter than the gNB PUSCH processing in 30kHz SCS and 4OS shorter in 60kHz SCS, i.e. N1-2OS in 30khZ SCS and N1-4OS in 60kHz SCS.
(1.5), (5) – PDCCH Transmission alignment: The assumed best case alignment is 0 OS, worst case 4 OS.

(1.6), (11) PDCCH duration: The time it takes to transmit the PDCCH is assumed to be 1 OS.
(1.7), (7) – N2: Assuming capability#2, 5.5/11OS is assumed for SCS 30 kHz and 60 kHz, respectively.
(2.1) – For CG - UE processing: The time to assemble and encode the PUSCH. Selected as N2 reduced by 2OS at 30 kHz and 4OS at 60 kHz, since PDCCH processing is not included in this case.  
(2.2) – For CG - PUSCH Transmission alignment: Here it is assumed that the UE is configured with:

· 30 kHz SCS: 7CG configurations, spaced evenly over the slot, i.e. every 2OS.

· 60 kHz SCS: 6CG configurations, 3 in each half slot, i.e. worst case there are 3OS between two transmission occasions.
(3), (8) PUSCH duration: The time duration of the PUSCH is calculated assuming that DMRS is used in one OS. Every third sub carrier is assumed to carry DMRS. The number of used OS is then calculated using the whole BW.

(4), (9) gNB PUSCH Processing 1, 2: This is assumed to be N1.
Scenario #2: 700Hz, 20MHz BW, SCS 30 kHz
In this scenario, the different times have been chosen as follows:

 Table 7 - Estimated latencies for 20 MHz bandwidth and SCS 30 kHz
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Note # Min Max Min Max Min Max Min Max
SR - based transmi:
UE SR processing 11 2 2 2 2 2 2 2 2
SR transmission alignment 1.2 0 1 0 1 0 1 0 1
SR transmission 13 1 1 1 1 1 1 1 1
¢NB SR processing 14 25 25 25 25 25 25 25 25
;ﬁ“m“ 15 0 4 0 4 0 4 0 4
PDCCH duration 16 1 1 1 1 1 1 1 1
N2 17 55 55 55 55 55 55 55 55
Total - SR based 12 145 12 145 12 145 12 145
CG - based transmission
UE processing 2.1 35 35 35 35 35 35 35 35
PUSCH tx alignment 2.1 0 2 0 2 0 2 0 2

Common latencies for SR and CG based transmission

PUSCH transmission 3 2 2 9 9 1 1 2 2
gNB PUSCH processing 1[4 45 45 45 45 45 45 45 45
Initial TX - SR [£0S] 185 21 255 28 175 20 185 21
Initial TX - SR [ms] 0.66 0.75 091 1.00 0.63 0.71 0.66 0.75

6
N2 7 55 55 55 55 55 55 55 55
PUSCH transmission i 2 2 9 9 1 1 2 2
gNB PUSCH processing 2 |9 45 45 45 45 45 45 45 45
27TX - SR [#0S] 315 38 455 52 295 36 315 39

2TX - SR [ms]





Notes:

(1.1) – For SR - UE SR processing: 2 OS.
(1.2) – For SR - SR Transmission alignment: Here it is assumed that the UE can transmit the SR in any OS. Hence, the minimum and maximum alignment time are 0 and 1OS respectively. 

(1.3) – For SR - SR duration: The SR is transmitted over 1OS.
(1.4) – For SR - gNB SR Processing: The gNB SR processing is assumed to be 2OS shorter than the gNB PUSCH processing, i.e. N1-2OS in 30 kHz SCS.
(1.5) – For SR -, (5) PDCCH Transmission alignment: The assumed best case alignment is 0 OS, worst case 4 OS.

(1.6) – For SR -, (6) PDCCH duration: The time it takes to transmit the PDCCH is assumed to be 1 OS.
(1.7), (7) – For SR - N2: Assuming capability 2, 5.5OS is assumed.
(2.1) – For CG - UE processing: The time to assemble and encode the PUSCH. Selected as N2 reduced by 2OS, since PDCCH processing is not included in this case.  
(2.2) – For CG - PUSCH Transmission alignment: Here it is assumed that the UE is configured with 7CG occasions, spaced evenly over the slot, i.e. every 2OS.

(3), (8) PUSCH duration: The time duration of the PUSCH is calculated assuming that DMRS is used in one OS. Every third sub carrier is assumed to carry DMRS. The number of used OS is then calculated using the whole BW.

(4), (9) gNB PUSCH Processing 1, 2: This is assumed to be the same as N1, i.e. 4.5OS in 30 kHz SCS.
Results from uplink latency analysis 

From the evaluations shown in Table 6 and Table 7 it can be observed that the UE processing time N2 only accounts for a small portion of the overall latency. A potential reduction would therefore not result in significant benefits of the overall latency. Additionally, there are several uncertainties in the delay budget, such as the gNB processing time, the PDCCH alignment, possibly the PDCCH duration and the PUSCH duration (depending on e.g. packet size and radio conditions). Even if it would be possible to reduce the UE processing by e.g. 2OS, then this would only account for a small fraction of the overall latency.

Further, the evaluations in the previous sections show that 

· The 4ms latency requirement for 200B payload is met in all cases (both for SR based and CG based transmission)

· The 1ms latency requirement for 32B payload is met for one shot transmission in all cases.

· SR based transmission meets the 1ms latency requirement for 32B payload only under some best case assumptions, and then with no margin.

· CG based transmission meets the 1ms latency requirements for 32B payload in more cases, and with larger margin.
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