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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
  In OTDOA, the procedure for positioning an UE contains the following steps: 
(1) gNBs transmit PRS for the UE to measure RSTDs (reference signal time differences)
(2) The UE measures PRSs and reports RSTDs to the location server
(3) The location server calculates the UE’s position based on the reported RSTDs.
For step (3) above, a baseline algorithm transforming RSTDs to the UE’s position has not been agreed yet.
For studying the accuracy of OTDOA positioning, and for performance evaluation alignment among companies, it is necessary that companies agree on a certain baseline algorithm.

  In this contribution, we consider using Taylor series expansion algorithm (TS algorithm) [1] & Chan’s algorithm [2] for transforming RSTDs to UE positions. Roughly speaking, we point out the following observations:
(1) TS algorithm may not converge to a position close to an UE due to a bad initial guess of UE positions, while Chan’s algorithm doesn’t require such an initial guess.
(2) Chan’s algorithm outperforms TS algorithm in UMa and UMi scenario
(3) Under some assumptions, Chan’s algorithm fulfils regulatory and commercial horizontal positioning accuracy requirements in UMa, UMi, and indoor offices.
Base on the above observations, we propose to adopt Chan’s algorithm for transforming RSTDs to UE positions. The details of our analysis, observations and proposals are given in the following sections.

  In Section 2, we describe the TS algorithm and Chan’s algorithm. In Section 3, we show our simulation results for 2D and 3D positioning. We conclude this paper in Section 4. 

[bookmark: _Ref129681832]Algorithms for RSTD to UE position calculation
The TS algorithm
  To describe the TS algorithm [1], we first introduce some notations. Let  be the coordinates of the UE. Let  be the coordinates of gNB , where . Note that  are known and  is unknown. Let . Without loss of generality, we assume that gNB 1 is the reference gNB. See Figure 1 for an illustration:
[image: ]
Figure 1: notations for gNB and UE coordinates and the corresponding distances
Let . Let  be the RSTD between gNB i and gNB 1 measured by the UE. 
Define  as

Let . Since  and  are functions of , we also write () and . 
  The TS algorithm can be described as follows:

where
 is the  estimation of , and ;
, where ;
, where  is the speed of light;
 [, where . 
Note that this algorithm requires an initial guess  for the UE’s position. Note also that  is given by UE’s RSTD measurement and the value of  does not change during iterations. 

Chan’s algorithm
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]    To describe Chan’s algorithm [2], again we first introduce some notations. Let , , ,  and  be the same as those defined in Section 2.1. Note that  if the RSTD measurement is ideal (i.e., error-free). Let , , and . 
  Step 1 of Chan’s algorithm is to compute
                                                                                                          (1)
where ,  and  is the covariance matrix of the measured RSTD vector [. Note that in right-hand side of (1),  are known, and , are unknown. The term  is estimated by using . The diagonal terms of matrix  is estimated by using variance of observed samples of , while the non-diagonal terms of matrix  are assumed to be zero. Note also that  is an estimation of . 
  Step 2 of Chan’s algorithm is to solve
                                                                                            (2)     
where , , , and . Note that there are two solutions for both  and. Note also that the right-hand side of (2) may be negative. We choose the following solution as the positioning output of Chan’s algorithm:


where ,  and 
Performance evaluation
  In all simulation, an UE will measure  for 60 times, compute the corresponding mean value  and standard deviation , and reports  to the location server. The model for one shot  measurement is .
2D positioning for UMa & UMi
  We consider the following network topology for UMa and UMi.
[image: ]
Figure 2: Network topology for UMa and UMi
The UEs are dropped in the center hexagon. As shown in the following figure, UEs are dropped on the blues lines, with  being the distance from gNB 1 to the blue lines.
[image: ]
Figure 3: Locations of UEs for UMa and UMi
  For the TS algorithm, assume there is not prior information of an UE’s coordinates, and the UE knows its serving cell ID. We choose the center of the serving cell as the initial guess of the UE’s coordinates . Also we set the iteration number  for the TS algorithm.
  In Figure 4 we show the simulation results of TS algorithm and Chan’s algorithm in UMa & UMi. For each UE, we use the center 7 TPs for positioning, i.e., only  are measured. Other simulation settings are given in Table 1.


[image: ] [image: ]
Figure 4: Comparison of TS & Chan’s algorithm with and .
	Ts
	1/(2048*15000) seconds

	isd
	500 for UMa; 200 for UMi

	UE height
	1.5m

	BS height
	UMa: 20m, 25m, 30m, 35m, 40m, 45m, 50m, 20m, 25m, 30m, 35m, 40m, 45m, 50m, 20m, 25m, 30m, 35m, 40m for gNB 1,2,…,19, respectively.
UMi: 10m for all gNBs 


Table 1: Simulation settings for Figure 4.
  From Figure 4, we have the following observations:
Observation 1: Chan’s algorithm outperforms the TS algorithm in UMa and UMi scenarios. In particular, in our simulation setting, we see that Chan’s algorithm achieves that horizontal positioning error < 10m for 100% of UEs.
 
2D positioning for indoor office scenario
  We consider the following network topology for indoor office:
[image: ]
Figure 5: Network topology for indoor office. UEs are dropped on the red lines.
  Note that gNB 1(the reference gNB) is indicated in Figure 5. For the TS algorithm, the initial guess of an UE’s coordinate  is assumed to be at the center of the red line on which the UE is dropped. Also we set the iteration number .
  In Figure 6 we show the simulation results of TS algorithm and Chan’s algorithm. For each UE, all TPs are used for positioning, i.e., all  are measured. Other simulation settings are given in Table 2. 

[image: ]
Figure 6: Comparison of TS & Chan’s algorithm with 
	Ts
	1/(4096*120000) seconds

	UE height
	1.5m

	BS height
	3m for all TPs 


Table 2: Simulation settings for Figure 6.
  From Figure 6, we have the following observations:
Observation 2: Chan’s algorithm outperforms the TS algorithm in indoor office scenario. In particular, in our simulation setting, we see that Chan’s algorithm fulfils the requirement that horizontal positioning error < 3m for 80% of UEs in indoor deployment scenarios.
Observation 3: Depending on the initial guess an UE’s coordinate, the TS algorithm may fail to converge to a position that is close to the UE’s true position.

3D positioning using 3D Chan’s algorithm
  It is of interest to see if OTDOA can be used for 3D positioning. Since we already see that Chan’s algorithm outperforms the TS algorithm, in this section we consider Chan’s algorithm only. The extension of Chan’s algorithm from 2D to 3D is straight forward.
  Applying the same environment settings as that for Figure 4, we show the simulation results of 3D Chan’s algorithm in UMa scenario in Figure 7. We see that the vertical positioning error is quite large, and the result is far from the requirement that vertical positioning error < 3m for 80% of UEs in outdoor deployment scenarios. Furthermore, the horizontal positioning accuracy is worse than that given by using 2D Chan’s algorithm.
  The reason for this phenomenon is that the height differences between UE and gNBs are too small in comparison with RSTD error ( corresponds to around 30m). In Figure 8, we show the simulation result for 3D Chan’s algorithm in UMa scenario with , where  is the basic time unit of NR. Note that   corresponds to 0.6m. We see that both horizontal and vertical positioning accuracy are greatly improved. In particular, the vertical result is close to the requirement that vertical positioning error < 3m for 80% of UEs. 
Observation 4: Depending on the accuracy requirement, OTDOA can be used for 3D positioning if the standard deviation of RSTD measurements can be reduced to a certain level. In our simulation setting, vertical positioning accuracy is close to the requirement that vertical positioning error < 3m for 80% of UEs if . 

[image: ] [image: ]
Figure 7: Simulation results of 3D Chan’s algorithm in UMa scenario
L: vertical     R: horizontal

[image: ][image: ]
Figure 8: Simulation results of 3D Chan’s algorithm in UMa scenario with , where  is the basic time unit of NR

  Base on the above observations, we have the following proposals:
Proposal 1: Adopt 2D Chan’s algorithm as that described in Section 2.2 for horizontal positioning. 
Proposal 2: Further study the feasibility of using 3D Chan’s algorithm for 3D positioning.

3D positioning using 2D Chan’s algorithm with ZOD information
  If gNBs are capable of measuring ZODs, then it is possible to measure UE’s height by using 2D Chan’s algorithm with ZOD information. This can be done by using the following equation:
                                ,                                   (3) 
where  is the coordinate of reference gNB,  is an estimation of ZOD,  (,) is the coordinate of the UE estimated by using 2D Chan’s algorithm, and  is the estimated UE height. See the following figure for an illustration of the above equation:
[image: ]
Figure 9: Illustration of equation (3)
  Use the same environment settings as that for Figure 4 with , where .  Assume  and is generate once for each UE. The positioning error given by using 2D Chan’s algorithm with ZOD is shown below:
[image: ][image: ]
Figure 10: Positioning error given by using 2D Chan’s algorithm with ZOD
From Figure 10 we see that even when the horizontal error is very small and the estimated error of ZOD is less than 1 degree, the vertical positioning error is still unsatisfactory. 
Observation 5: It is not feasible to estimate an UE’s height by using 2D Chan’s algorithm with ZOD. 
Conclusion
  We have the following observations and proposals:
Observation 1: Chan’s algorithm outperforms the TS algorithm in UMa and UMi scenarios. In particular, in our simulation setting, we see that Chan’s algorithm achieves that horizontal positioning error < 10m for 100% of UEs.
Observation 2: Chan’s algorithm outperforms the TS algorithm in indoor office scenario. In particular, in our simulation setting, we see that Chan’s algorithm fulfils the requirement that horizontal positioning error < 3m for 80% of UEs in indoor deployment scenarios.
Observation 3: Depending on the initial guess an UE’s coordinate, the TS algorithm may fail to converge to a position that is close to the UE’s true position.
Observation 4: Depending on the accuracy requirement, OTDOA can be used for 3D positioning if the standard deviation of RSTD measurements can be reduced to a certain level. In our simulation setting, vertical positioning accuracy is close to the requirement that vertical positioning error < 3m for 80% of UEs if . 
Observation 5: It is not feasible to estimate an UE’s height by using 2D Chan’s algorithm with ZOD. 
Proposal 1: Adopt 2D Chan’s algorithm as that described in Section 2.2 for horizontal positioning. 
Proposal 2: Further study the feasibility of using 3D Chan’s algorithm for 3D positioning.
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