
3GPP TSG RAN WG1 Ad-Hoc Meeting 1901                                        
R1-1900148
Taipei, January 21st – 25th, 2019
Source:
vivo
Title:
Modeling and evaluation results for gaming
Agenda Item:
7.2.9.4
Document for:
Discussion and Decision
1. Introductions
In RAN1 #94bis meeting, it is agreed that applications including FTP, web-browsing, video streaming, instant messaging, VoIP, gaming, background app sync can be considered for traffic modelling for power saving proposal evaluation [1]. 
	Agreements:

· FTP model 3 should be included in the evaluation for at least FTP application. Modification to the parameters is not precluded. Other bursty traffic arrival models can be considered.

· Applications including FTP, web-browsing, video streaming, instant messaging, VoIP, gaming, background app sync can be considered for traffic modelling for power saving proposal evaluation.


In RAN1 #95 meeting, it is further agreed that [2]:
	Agreements:

For web-browsing, video streaming, and gaming applications, the traffic models and the delay requirements defined in R1-070674 can be used in the evaluation. The parameters (e.g. packet size) may be updated to be in line with EMBB traffic requirements.


In [3], we propose an updated gaming model based on tests and measurements. In this contribution, the UE power saving simulation results are given and discussed based on the online gaming traffic modelling.  
2. Traffic modelling and delay requirements for online gaming
Traffic modeling:

Interactive real-time gaming is a traffic with small and random packet arrivals. 3GPP proposes some guidance for gaming modeling in [4]. In this paper, the gaming model is based on Table 1, where the average packet size (parameter a in Table 1) is updated from 120 Bytes to 220 Bytes.
Table 1: Downlink Gaming Network Traffic Parameters

	Parameter
	Statistical Characterization

	Initial packet arrival 
	Uniform Distribution
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	Packet arrival
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)
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Values for this distribution can be generated by the following procedure:
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	Packet size
	Largest Extreme Value Distribution (also known as Fisher-Tippett distribution)

a = 120 220 Bytes, b = 36

	UDP header
	Deterministic (2 Bytes). This is added to the packet size accounting for the UDP header after header compression.


Delay modeling and requirements:

To model the impact of packet delay, in R1-070674 [4], the following delay modeling and requirements are defined. 
	“A maximum delay of 160 ms is applied to all uplink packets, i.e. a packet is dropped by the mobile station if any part of the packet has not started physical layer transmission, including HARQ operation, 160 ms after entering the mobile station buffer. The packet delay of a dropped packet is counted as 180 ms.

A mobile network gaming user is in outage if the average packet delay is greater than 60 ms. The average delay is the average of the delays of all packets, including the delay of packets delivered and the delay of packets dropped.”


In this paper, the delay for each packet is considered according to the above mode. We compare the power consumption performance of different schemes given that the delay requirement (60ms) of gaming can be met. 
3. Simulation results for online gaming
To evaluate the power and delay performance of gaming, four different schemes are modeled and compared with each other. Scheme 1 and Scheme 2 are Rel-15 existing schemes, and Scheme 3 and Scheme 4 are proposed new schemes for UE power saving. The detailed explanations of these four schemes are as follows.
1) Scheme 1: Rel-15 one slot PDCCH monitoring periodicity with C-DRX
In this scheme, the UE is configured with one slot PDCCH monitoring periodicity and C-DRX is enabled. The C-DRX parameters are selected according to the traffic modes, as shown in the following table, in which 30KHz SCS is assumed.  Other C-DRX parameters, including short DRX cycle timer, drx-RetransmissionTimerDL, drx-RetransmissionTimerUL, drx-HARQ-RTT-TimerDL, or drx-HARQ-RTT-TimerUL are not modelled in the simulation. 
Table 1: C-DRX parameter settings for scheme 1 (slot length is 0.5ms)

	C-DRX parameter setting
	Gaming

	DRX cycle
	80 slots

	Ondurationtimer
	8 slots 

	Inactivitytimer
	20 slots


2) Scheme 2: Rel-15 PDCCH monitoring with different periodicities, no C-DRX 
In this scheme, UE monitors PDCCH with a RRC configured PDCCH monitoring periodicity. No CDRX is assumed. The PDCCH monitoring periodicity is selected according to the traffic characteristics, e.g. mean interval of packet arrival. Since the packet is relatively small, fixed 1 slot duration is used regardless of UE SINR. 
Table 2: PDCCH monitoring parameter settings for scheme 2
	PDCCH monitoring parameter setting
	Gaming

	Mean interval of packet arrival 
	~55ms

	PDCCH monitoring periodicities
	1, 80, 120 slots

	PDCCH monitoring durations
	Fixed 1 slot


3) Scheme 3: Dynamic switching of PDCCH monitoring periodicities by DCI indication 

In this scheme, multiple potential PDCCH monitoring periodicities are configured by RRC signalling, and DCI indicates one of them. No CDRX is assumed. The potential PDCCH monitoring periodicities for dynamic switching are N1 and N2 slots, where N2 is selected according to the traffic characteristics. 
Table 3: PDCCH monitoring parameter settings for scheme 3
	PDCCH monitoring parameter setting
	Gaming

	Mean interval of packet arrival 
	~55ms

	PDCCH monitoring periodicity N1
	 1 slot

	PDCCH monitoring periodicity N2
	80, 120 or 160 slots

	PDCCH monitoring durations
	Fixed 1 slot


4) Scheme 4: DCI explicit indication of PDCCH monitoring occasions within a periodicity 

In this scheme, UE is explicitly indicated by DCI the exact PDCCH monitoring occasions for the upcoming monitoring periodicity, where the monitoring periodicity is RRC configured. For example, for a 10 slots monitoring periodicity, there can be a 10 bits-bitmap to indicate whether the UE is required to monitor PDCCH in each slot. No CDRX is assumed. 

Table 4: PDCCH monitoring parameter settings for scheme 4
	PDCCH monitoring parameter setting
	Gaming

	Mean interval of packet arrival 
	~55ms

	PDCCH monitoring periodicities N3
	80, 120 or 160 slots


FDD is assumed for simulation. Only DL packet is modelled for gaming. Each slot can transmit only one DL packet. No packet bundling is assumed. For CDRX, no short DRX cycle timer, drx-RetransmissionTimerDL, drx-RetransmissionTimerUL, drx-HARQ-RTT-TimerDL, or drx-HARQ-RTT-TimerUL is modelled in the simulation. Other simulation assumptions are listed in Annex. HARQ retransmission is not modeled. The slot length is 0.5ms.
The power and delay simulation results for existing schemes are shown in Table 5.
Table 5:  Power and delay simulation results for existing schemes.
	Power saving schemes
	Parameter values (slot)
	average power (unit per slot)
	average packet delay (slot)

	Scheme 1: CDRX
	{DRX cycle, ondurationtimer, inactivitytimer} = {80,8,20}
	17.59
	32.65

	Scheme 2: 

Fixed PDCCH monitoring periodicity
	N=1
	50.86
	0.00

	
	N=80
	7.60
	39.60

	
	N=120
	5.50
	233.27 (outage)

	
	N=160
	4.25
	287.23 (outage)


For Scheme 1 in Table 5, by CDRX, the average packet delay can meet the delay requirement (i.e., 60ms). The power consumption of Scheme 1 is lower than Scheme 2 with N=1, and higher than Scheme 2 with N>=80.
For Scheme 2 in Table 5, when N=1, i.e., UE monitors PDCCH every slot, there is no packet delay because packets can be transmitted immediately after the packet is generated. However, the consumed power caused by huge number of “PDCCH only” is large. When N=80, i.e., UE monitors PDCCH every 80 slot, the consumed power decreases greatly because the “PDCCH only” is greatly reduced. But the average packet delay is larger than N=1 but it still meets the delay requirements of 120 slots (i.e., 60ms). When N =120 and N=160, the power consumed can be further saved than N=80. But their packet delay (233.27 slots and 287.23 slots) is beyond the delay requirements of 120 slots. This is because the average packet interval is less than 120 slots, about 55ms. The PDCCH monitoring periodicity (120 or 160 slots) is larger than the average packet interval. No packet bundling is assumed, so the packet cannot be delivered in time and many packets will wait in queue.  
In the remaining part of this paper, we take CDRX, and PDCCH monitoring with a static periodicity (N=1 and N=80 slots) as three the baseline schemes and evaluate the power saving gain from new schemes (Scheme 3 and Scheme 4). The results are in Table 6.
Table 6: Comparison of power and delay for existing schemes and proposed new schemes.

	Power saving schemes
	Parameter values (slot)
	average power (unit per slot)
	average packet delay (slot)
	power saving gain over CDRX
	Power gain over PDCCH monitoring with a static periodicity (N=1)
	Power gain over PDCCH monitoring with a static periodicity (N=80)

	Scheme 1: CDRX
	{DRX cycle, ondurationtimer, inactivitytimer} = {80,8,20}
	17.59
	32.65
	0% (baseline)
	
	

	Scheme 2: 

Fixed PDCCH monitoring periodicity
	N=1
	50.86
	0.00
	
	0% (baseline)
	

	
	N=80
	7.60
	39.60
	
	
	0% (baseline)

	Scheme 3: Dynamic PDCCH monitoring periodicity switching
	{N1,N2}={1,80}
	7.60
	39.60
	57%
	85%
	0%

	
	{N1,N2}={1,120}
	5.55
	60.27
	68%
	89%
	27%

	
	{N1,N2}={1,160}
	4.59
	79.79
	74%
	91%
	40%

	Scheme 4: Explicit PDCCH monitoring occasion indication 
	N3=80
	7.60
	40.61
	57%
	85%
	0%

	
	N3=120
	5.55
	61.32
	68%
	89%
	27%

	
	N3=160
	4.59
	80.77
	74%
	91%
	40%


The average power and average packet delay of scheme 3 and scheme 4 are shown in Table 6. Scheme 3 of dynamic PDCCH monitoring periodicity switching and Scheme 4 of explicit PDCCH monitoring occasion indication  have almost the same power consumption performance, given both schemes have similar parameter configurations. The delay performance of Scheme 3 is a bit better than that of Scheme 4. Both Scheme 3 and Scheme 4 fulfill the packet delay requirements of gaming traffic. 
Compared with Scheme 1 of CDRX, the power saving gain from Scheme 3 and Scheme 4 are about 57% ~74%, depending on different parameter values of Scheme 3 and Scheme 4.

Compared with Scheme 2 of fixed PDCCH monitoring periodicity (N=1), the power saving gain from Scheme 3 and Scheme 4 are about 85% ~91%, depending on different parameter values of Scheme 3 and Scheme 4. 
Compared with Scheme 2 of fixed PDCCH monitoring periodicity (N=80), the power saving gain from Scheme 3 and Scheme 4 are about 0% ~40%, depending on different parameter values of Scheme 3 and Scheme 4. It should be noted that for scheme 2 of N=80, it is difficult to determine the exact PDCCH monitoring periodicity (N). There is a tradeoff between power consumption and packet delay when determining N. If N is large, the power consumption is small but the packet delay is large. If N is small, the power consumption is large but the packet delay is small. On the contrary, for Scheme 3 of dynamic PDCCH monitoring periodicities switching, power consumption and packet delay are not too sensitive to the parameter settings, because the PDCCH monitoring periodicity can be dynamically adjusted for different packet arrival conditions. This is also applicable for Scheme 4. 
Proposal 1: At least one of the following enhanced PDCCH monitoring adaptation schemes are adopted for Rel-16 UE power saving
· Dynamic switching of PDCCH monitoring periodicities by DCI indication
· DCI explicit indication of PDCCH monitoring occasions within a periodicity
Observation 1: Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication almost have the same power consumption performance, given both schemes have similar parameter configurations.

Observation 2: Compared with CDRX, the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication  are about 57% ~74%, depending on different parameter values.

Observation 3: Compared with fixed PDCCH monitoring periodicity (N=1), the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication are about 85% ~91%, depending on different parameter values. 
Observation 4: Compared with fixed PDCCH monitoring periodicity (N=80), the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication  are about 0% ~40%, depending on different parameter values. 

Observation 5: For fixed PDCCH monitoring periodicity, it is difficult to determine the exact PDCCH monitoring periodicity (N). There is a tradeoff between power consumption and packet delay when determining N. On the contrary, for dynamic PDCCH monitoring periodicities switching, power consumption and packet delay are not too sensitive to the parameter settings. This is also applicable for Explicit PDCCH monitoring occasion indication.
4. Conclusion

In this contribution, the UE power saving simulation results are given and discussed based on the online gaming traffic modelling. The following proposal and observations are given:
Proposal 1: At least one of the following enhanced PDCCH monitoring adaptation schemes are adopted for Rel-16 UE power saving
· Dynamic switching of PDCCH monitoring periodicities by DCI indication
· DCI explicit indication of PDCCH monitoring occasions within a periodicity
Observation 1: Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication almost have the same power consumption performance, given both schemes have similar parameter configurations.

Observation 2: Compared with CDRX, the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication  are about 57% ~74%, depending on different parameter values.

Observation 3: Compared with fixed PDCCH monitoring periodicity (N=1), the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication are about 85% ~91%, depending on different parameter values. 
Observation 4: Compared with fixed PDCCH monitoring periodicity (N=80), the power saving gain from Dynamic PDCCH monitoring periodicity switching and Explicit PDCCH monitoring occasion indication  are about 0% ~40%, depending on different parameter values. 

Observation 5: For fixed PDCCH monitoring periodicity, it is difficult to determine the exact PDCCH monitoring periodicity (N). There is a tradeoff between power consumption and packet delay when determining N. On the contrary, for dynamic PDCCH monitoring periodicities switching, power consumption and packet delay are not too sensitive to the parameter settings. This is also applicable for Explicit PDCCH monitoring occasion indication.
References

[1] Chairman's Notes, RAN1 #94bis meeting
[2] Chairman's Notes, RAN1 #95 meeting

[3] R1-1812334, “Online gaming traffic modelling for UE power saving”, vivo, 3GPP TSG RAN WG1 #95
[4] R1-070674, “LTE physical layer framework for performance verification”, Orange, China Mobile, KPN, NTT DoCoMo et al.
Annex-Simulation assumptions
Table 4: Reference Configuration and power models
	Reference Configuration
	Power State
	Characteristics
	Relative Power 

	Downlink: TDD, FR1, 30 kHz SCS,  1CC, 100 MHz BW, PDCCH region of 2 symbol at beginning of a slot, k0 = 0, max. #CCE = 56, 36 PDCCH blind decoding, PDSCH of max data rate with 256QAM 4x4 MIMO, #RB for TRS = 52, 4RX, Capability 1
Uplink: TDD, FR1, 30 kHz SCS, 1CC, 100MHz BW, 1TX, 2 power levels 0dBm and 23dBm
Power values are averaged over the operations within a slot.
	Deep Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. Accurate timing may not be maintained.
	1 


	
	Light Sleep
	Time interval for the sleep should be larger than the total transition time entering and leaving this state. 
	20

	
	Micro sleep
	Immediate transition is assumed for power saving study purpose from or to a non-sleep state
	45 

	
	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot. 
	100

	
	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. FFS the power scaling for RRM of neighbor cells. TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100

	
	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. FFS the power scaling for PDSCH-only slot.
	300 

	
	UL
	Long PUCCH or PUSCH. FFS the power scaling for short PUCCH and SRS.
	250 (0 dBm)

700 (23 dBm)


Table 5. Relation between the sleep state and the available time for sleep
	Time duration available for sleep [X] 
	Sleep state

	X>=20ms
	Deep sleep

	20ms >X >=6ms
	Light sleep

	6ms > X>0ms
	Micro sleep
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