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Introduction
This contribution is revised from R1-1900216.
At RAN1 #95, a number of agreements were reached:
Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 

Agreement 
In RAN1 NR-AH 1901, decide (agree on) at least the following aspects of DFT-based compression:
· Frequency-domain compression unit: same subband size as CQI vs. RB (or multiple of RBs) different from CQI
· 
Basis subset selection for the 2L beams: common (including the possibility of reporting a subset of 2LM  coefficients) vs. independent

Agreement
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 

Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for quantization for evaluation purposes.

Agreement
The first offline agreement in section 2.2 of R1-1814201 on ‘Basis subset or linear combination (LC) coefficient selection for the 2L beams’ is agreed.

Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement: 

In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· 
Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· 
Alt2. Basis subset selection () for the 1st can be different from 2nd layer

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)

Agreement: 

For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase

In this contribution, we provide our views on them.
Overview on proposed CSI feedback schemes

We first establish notations to be used below.
A rank  linear combination precoder can be written as

	
Where
  is the number of spatial beams per polarization, and ,  are the spatial beams selected in a wideband fashion per polarization, and in total  spatial beams are selected for two polarization as in Rel-15 Type II CSI feedback;

 is the spatial layer index, , and 

 is a frequency index (e.g. the subband index or PRB index), ,  is the total number of frequency units (sub-bands, PRBs etc) over which the CSI feedback is applicable, e.g. 16 or 18.

 Fequency unit segmentation
As  can be large,  frequency units can be divided into a number of segments of frequency units, each segment ideally would consist of a fixed/configurable number of frequency units according to . However, depending on BWP configuration, some segments may have a less number of frequency units than others; hence it is necessary to develop a rule to divide  into  segments segment  with size , .

 One rule could be  is non-decreasing with , , so , and , and , alternately  can be arranged so  is non-increasing with .  is allowed to have 2, 3, 5 only as its prime factors to facilitate FFT/IFFT processing. All the allowed  values are included in a set . Then if , the least number from  which is no smaller than  is chosen, let us assume  is chosen.

If , then a pre-processing step is needed to pad some frequency units to segment , so the resulted number of frequency units in that segment is  . Due to the padding process, precoders corresponding to the padded frequency units should be discarded by the network. Hence the padding process needs to be specified.  and  frequency units ( or  and  ) can be padded at the beginning and end of the segment to result with a segment with the desired number of frequency units, e.g.  or . 

For small BWP configurations, such as one with 7 subbands, such a padding process is necessary. For other cases, frequency units in the neighboring segment for the edge segment can be included, for example  (or frequency units from segment 1 are included to segment 0, so the resulted number of frequency units is  (or ) for segment 0, in another word overlapping frequency units with two neighboring segments are introduced, we can so a procedure frequency unit extension.

[image: ]
Figure 1 Padding frequency units to achieve the desired number of frequency units in a segment
From the above  discussion, concerning  points captured in RAN1 95:
For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)

We have 
Proposal 1-1: ’s prime factors are limited to 2, 3 and 5.
Proposal 1-2: a CSI reporting band  can be divided into multiple segments.
Proposal 1-3: rules concerning padding/extension at a UE and corresponding rules for discarding re-constructed prcoders at network are defined.

For simplicity, we do not differentiate between  and  below.


After performing the frequency unit padding/extension procedure,   collect the precoders for spatial layer  for all frequency indices  in a segment, then we have

	
and

	
where  is the number of frequency bins for CSI feedback or equally the maximum number of delay taps in the time domain formulation, and  is an oversampling factor. And  delay taps are used in the approximation; and ’s role is best understood in the time domain formulation as it provides a finer timing unit for delay taps through , . In one particular case .



At this stage the delay tap selection is common for spatial beam , . In a later stage, as a coefficient  connecting spatial beam  and delay tap  at spatial layer  can be set to 0, not all  delay taps are not necessarily present for a given spatial beam . In another word, among  elements in the , only a some of them take non-zero coefficients. To re-construct the elements of  on the network side, then the UE needs to signal the positions of those non-zero elements and non-zero elements themselves.
Our view is ultimately the key mechanism for overhead reduction in Rel-16 is through selecting coefficients with relatively large amplitudes; FD component selection can play an all important role for some schemes, but FD component selection may be of less importance for other schemes. Hence we should not decide on FD component selection in isolation. 
We have
Observation: coefficient selection plays a central role in achieving overhead reduction in Rel-16.

Next we provide a sketch of other parts in the proposed CSI feedback design besides frequency unit segmentation:
 
 •  Spatial beam selection  is wideband and common for spatial layers if rank 2 or more is involved. Spatial beam selection allows a UE to select beam directions with significant power emitted from the network. In total,  spatial beams are selected for two polarizations. 

 •  FD component selection (equivalently delay tap selection) 
FD component selection is wideband and common for  spatial beams. If rank 2 or more is involved, also the delay tap selection can be common across spatial layers. With FD component/delay tap selection, among  FD components/delay taps, only  delay taps with more significant power (delay taps  ) than the rest are selected. Delay tap selection allows a UE to identify delay taps manifesting significant power overall. 
Note delay tap selection does not prescribe the processing order in UE implementation. In one implementation, coefficient selection, which is described in more details below, is directly pursued over all the  delay taps:
        - For coefficient selection schemes 1 and 2, which are described below,  coefficients of  with positions given by  are selected from  elements according to

	 for spatial layer 
or

	 for all (or some) spatial layers
and the set of delay tap indices  is equal to the set .

        - for coefficient selection schemes 3 and 4, which are described below : or  coefficents of  with positions given by  are selected from  elements according to 
	for spatial layer 
or

	 for all (or some)  spatial layers,
Implicitly coefficients  at  are also selected.

and the set of delay tap indices  is equal to the set . 
The complete information concerning FD component selection can be derived from coefficient selection if coefficient selection is conducted over all  FD components. However FD component selection can be used to reduce the signaling overhead for coefficient selection as coefficient selection can be conducted over M FD components instead of FD components. A length  bitmap can be used to indicate the the FD component selection.   We have
Proposal 2: FD component selection and coefficient selection should be discussed jointly, not separately.

  •  Coefficient selection
Within the  elements of , coefficient selection is applided. For spatial beam , ,  coefficients from the selected  FD components/delay taps are chosen (alternately  coefficients can be directly chosen from  FD components).
 is composed from  non-zero coefficients  at positions , .
Let 
	
We consider a number of coefficient selection schemes:
  - Coefficent Selection Scheme 1:
coefficients are selected independently for spatial layers and polarizations;
 - Coefficent Selection Scheme 2:
coefficients selection is common across spatial layers; i.e. the sam set  is used for all spatial layers;
 - Coefficent Selection Scheme 3:
coefficients selection is common for spatial layers and polarizations. In this case, first the sam set  is used for all spatial layers; second if , then .
  - Coefficent Selection Scheme 4:
coefficients selection is common for polarizations. In this case, if , then .


From the evaluation we have conducted on the 4 coefficient selection schemes, concerning the altenatives below:
Agreement: 

In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· 
Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· 
Alt2. Basis subset selection () for the 1st can be different from 2nd layer

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.


We support Alt. 1, i.e. Basis subset selection () for the 1st is the same as that for the 2nd layer. We have

Proposal 3-1: Basis subset selection () for the 1st is the same as that for the 2nd layer; coefficient selection for the 1st layer is the same as that for the 2nd layer
With common selection is applied across polarizations,  a bitmap for all the  entries is enough to indicate P.
We have
Proposal 3-2: a  bitmap is used to indicate the positions of non-zero coefficients on M FD components.

Additional discussions for coefficient selection can be found in the next section.

 •  Coefficient Quantization 
At each spatial layer, among all the selected  coefficients, the coefficient with largest amplitude (say ) is used to normalized all the selected  coefficients

	
After normalization, the largest coefficient is “1”. The normalized coefficients can be divided into “power groups” according to their ranking among the selected coefficients in terms of amplitude, e.g. one group for coefficients with large ampltiudes, and another group for coefficients with small amplitudes. Different quanization schemes can be applied to different groups, e.g. different amplitude/phase/2D vector quantization schemes for different groups.   
Concerning the agreement in RAN1 #95--
Agreement: 

For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase

Alt. 4 and Alt. 5 allow coefficents to be quantized accordingly to their expected amplitudes so overhead reduction can be further harvested.  Fundamentally coefficients are assigned a “membership” to a group, so an apprporiate quantizer can be used. We have
Proposal 4: Coefficients can be divided into groups, and different quantization schemes can be applied to different groups.
Details on coefficient selection



Figure 2 Selected delay taps from the measured MIMO channel


In Figure 2, it shows a time domain channel response between a base station and a UE, only delay taps with significant power are kept, as other taps with insigificant contribution to the channel composition are discarded. In the figure, three delay taps are shown. At each tap, the channel response is an  matrix, where M is the number of Tx ports, and N is the number of Rx antennas at the UE. Note at each tap, as the clusters/paths contribute significantly to that tap may not have DoAs covering all the beam basis vectors of the selected beam basis, using only a subset of the beam basis may be enough to capture most of the channel response’s power at that tap. Using fewer beam basis vectors at a tap leads to feedback overhead reduction; looking at it in another way it also allows the use of a larger L as the per tap overhead can be small. 
One observation from Figure 2 is that coefficient selection can be conducted jointly through spatial layers. We also note coefficient selection can be conducted jointly through polarizations. In the following, we consider a number of coefficent selection schemes:
· Coefficient Selection Scheme 1, illustrated in Figure 3, the coefficient selection (solid black circles) is independently conducted acorss polarizations and spatial layers (if rank 2 or higher is selected);

· Coefficient Selection Scheme 2, illustrated in Figure 4, the coefficient selection (solid black circles) is common across spatial layers, and only the location of selected coefficients at one spatial layer (shown as solid black circles) needs be be fed back by a UE; and coefficients at corresponding locations at another spatial layer (shwn as dotted circles) are also selected by the UE. Note however with Scheme 2, coefficient selection is allowed to be different across polarizations.

· Coefficient Selection Scheme 3, illustarted in Figure 5, the coefficient selection (solid black circles) is common across polarizations and spatial layers. and only the location of selected coefficients at one polarization at a given spatial layer (shown as solid black circles) needs be be fed back by a UE; and coefficients at corresponding locations at another spatial layer and/or another polarization (shwn as dotted circles) are also selected by the UE.

· Coefficient Selection Scheme 4, illustrated in Figure 6, the coefficient selection (solid black circles) is common across polarizations at a given spatial layer, and only the locations of selected coefficients at one polarization (shown as solid black circles) needs be be fed back by a UE; and coefficients at corresponding locations at another polarization (shwn as dotted circles) are also selected by the UE. Note however with Scheme 4, coefficient selection is allowed to be different for different spatial layers.


We have performed extensive simulation evaluations, which reveals that the performance degradation  with Coefficient Selection Scheme 2/3/4 compared with that with Coefficient Selection Scheme 1 is quite small. 
From Figure 5, it is seen it is enough to use a  bitmap is used to indicate the positions of non-zero coefficients on M FD components at a polarization, the positions of non-zero coefficients at another polarization/spatial layers can be derived accordingly.
[image: ]
Figure 2 Independent coefficient selection for spatial layers and polarizations
[image: ]
Figure 4 Common coefficient selection across spatial layers 

[image: ]
Figure 5 Common coefficient selection across spatial layers and polarizations
[image: ]
Figure 6 Common coefficient selection across polarizations at a given spatial layer





Quantization schemes

In order to explore candidate quantization schemes for Rel-16, we have collected many unquantized channel coefficients from linear combination precoders. With the aim of finding the optimal quantization scheme in mind, we have trained a vector quantization algorithm with the collected data with the mean square error of quantization as the optimization metric. First, in Figure 7a, the constellations with Rel-15 Type II are shown. In Figure 7b, we show the quantizer out of the vector quantization algorithm with 64 constellations.

[image: ]

Figure 7a Quantization constellations used in Rel-15 Type II

[image: ]
Figure 7b Quantizer trained with un-quantized coefficients from 

We note a few points from comparing the generated quantizer and Rel-15 quantizer:
· Through preliminary evaluation with the generated quantizer,  it seems that  it is important to have many quantization constellations near the original point. This can be understood as large quantization errors with small (un-quantized) coefficients can add up. On the other hand, a sparse constellations at large amplitude levels can also contribute to large quantization errors. Hence how to place constellations judiciously to achieve a good tradeoff between reducing quantization errors for small coefficients and large coefficients warrants further study. Also the generated quantizer does not lead to an easy separation of amlitude quantization and phase quantization – which is expected as vector quantization over I/Q jointly may be more efficcient than independent amplitude and phase quantizations. Inspecting the Rel-15 quantization scheme, the quantization constellations of which are shown in Figure 7a, as all the constellations lie on radial lines, it is noted that the Voronoi regions for constellations can be rather large. To fix that problem, we propose to consider constellation rotations as shown in Figure 9, which can be compared with Figure 8 where constellation rotation is not applided. Using constellation rotation is also motivated by limiting the design space by limiting constellations from those with 16PSK, 8PSK and 4PSK.
· And we also identify other aspects in quantizer design:
· The amplitude levels in the quantizer. The larger the number of amplitude levels is, the smaller the quantization error is when the coefficient is near the original point. However, with a given constellation size for a quantizer, that also means the number of constellations at each amplitude, especially at larger amplitude levels, have to be limited. 
· The number of phase angles/constellations at each amplitude level. Note There is no fundamental reason to use the same number of constellations at all  amplitude levels: if the distance between two constellations at the same amplitude level is much smaller than the distance between one constellation at a amplitude level and another constellation at adjacent amplitude level, the quantization error for coefficeints located between two amplitude levels still suffer from large quantization errors. Hence a tapering of the modulation order with the amlitude levels seems helpful in achieving the tradeoff, e.g. 6 amplitude levels at 8PSK and 4 levels at 4PSK as shown in Figure 8. 
· The power step between amplitude levels. In Rel-15 and NR and also in Rel-14 LTE, the power step is 3 dB. Depending on the constellation size of a quantizer, the number of amplitude levels can be rather large, e.g. with 4 bits for amplitude, there are 16 amplitude levels. Still using 3 dB as the power step is sub-optimal: the power difference between the strongest amplitude level and the weakest one is -45 dB, which is far large to be of practical use (e.g. noise due to Tx/Rx EVM can be a more significant source in degrading SINR than any quantization error from a coefficient near the origin point. Hence in this case, other power steps, such as 1.5 dB, can be explored.
· Through preliminary simulation evaluations, we have observed that including the quantization constellation at (0,0) can be important especially when the constellation size of a quantizer is small (e.g. 64 constellatons).
· Assuming separate quantizers are used for weak and strong coefficients as proposed in Alt. 4 and Alt 5, two quantizers instead one are needed. Assume 4 bits are used for amplitude and 4 bits are used for phase, the number of bits per coefficient is 8; which suggests high resolution quantization should be used selectively and parsimoniously.  
· In summary, we propose to study the following aspects for the quantizer design in Rel-16:
· Number of amplitude levels and the power step between adjacent amplitude levels
· The number of constellations at an amplitude level (e.g. 6 levels with 8PSK and 4 levels with 4PSK)
· Constellation rotations
· High resolution quantization for strong coefficients and normal resolution quantization for other coefficients
· Whether to include (0,0) in a quantizer
[image: ]
Figure 8 7 An example for modulation tapering, 7 amplitude levels and 8PSK for 4 amplitude levels and 4PSK for 3 amplitude levels

[image: ]
Figure 9 An example with modulation tapering and constellations rotations at alternate amplitude levels.
We have 
Proposal 5: study the following aspects of quantizer design:
· Number of amplitude levels and the power step between adjacent amplitude levels
· The number of constellations at an amplitude level (e.g. 6 levels with 8PSK and 4 levels with 4PSK)
· Constellation rotations
· High resolution quantization for strong coefficients and normal resolution quantization for other coefficients
· Whether to include (0,0) in a quantizer


Simulation evaluations
Along with the agreed simulation assumptions, we assume the following for the simulation evaluations reported below:
· L=4,
·  = 9
· , 
·  Tx as agreed in the agreed simulation assumptions.
We evaluate 4 coefficient selection schemes as discussed above. The Rel-15 Type II codebook with L=4 is used as reference. For evaluation coefficient selection schemes,  all allowed quantization constellations with 8PSK as in Rel-15 are used as shown below.
For  , the gains/losses at 5% throughput, 50%  throughput and average throughput are reported below for 32Tx:
 [image: ]
Figure 10 Performance with selecting 50% of coefficients (32Tx)

For  , the gains/losses at 5% throughput, 50%  throughput and average throughput are reported below for 16 Tx:

[image: ]
Figure 11 Performance with selecting 50% of coefficients (16 Tx)
For  , the gains/losses at 5% throughput, 50%  throughput and average throughput are reported below for 16 Tx:

[image: ]
[bookmark: _GoBack]Figure 12 Performance with selecting 25% of coefficients (16 Tx)
Overall, all 4 schemes perform closely with one another, especially for the case with 32 Tx.   

Conclusions
In this contribution, we provide our views on MU CSI enhancement. We have
Observation: coefficient selection plays a central role in achieving overhead reduction in Rel-16.
Proposal 1-1: ’s prime factors are limited to 2, 3 and 5.
Proposal 1-2: a CSI reporting band  can be divided into multiple segments.
Proposal 1-3: rules concerning padding/extension at a UE and corresponding rules for discarding re-constructed prcoders at network are defined.
Proposal 2: FD component selection and coefficient selection should be discussed jointly, not separately.

Proposal 3-1: Basis subset selection () for the 1st is the same as that for the 2nd layer; coefficient selection for the 1st layer is the same as that for the 2nd layer.
Proposal 3-2: a  bitmap is used to indicate the positions of non-zero coefficients on M FD components.
Proposal 4: Coefficients can be divided into groups, and different quantization schemes can be applied to different groups.
Proposal 5: study the following aspects of quantizer design:
· Number of amplitude levels and the power step between adjacent amplitude levels
· The number of constellations at an amplitude level (e.g. 6 levels with 8PSK and 4 levels with 4PSK)
· Constellation rotations
· High resolution quantization for strong coefficients and normal resolution quantization for other coefficients
· Whether to include (0,0) in a quantizer
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