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1 Introduction
In the TSG-RAN#80 plenary meeting [1], the scope of the new SID on physical layer enhancements for NR URLLC was defined for Release 16 (R16). In addition to AR/VR which is already enabled by Release 15 (R15) URLLC, three different use cases were identified, including transport industry, electrical power distribution and factory automation. Then in the RAN#81 plenary meeting [2], the scope was further discussed and modified explicitly to include remote driving. The detailed requirements for different use cases as well as the simulation assumptions for performance evaluation have been hotly discussed from RAN1 #94 meeting onwards, and have almost been accomplished in the last two meetings [3],[4]. 
This contribution mainly provides system level simulation results for the use case of Transport Industry, while our companion paper [5], [6] and [7] provide the simulation results for the use cases of Power Distribution, Factory Automation and AR/VR, respectively. The results in these four papers jointly establish the baseline performance evaluation for the identified use cases achieved with R15 URLLC.
2 Simulation Methodology
In our system level simulation platform, URLLC-related features from R15 are integrated to enable a small transmission latency and a high reliability. This includes the support of higher subcarrier spacing (SCS), non-slot based transmission, enhanced UE processing capability for ACK/NACK and CSI feedback, grant free (GF) transmission, new MCS and CQI tables with 1e-5 target BLER, etc.
Meanwhile, DL/UL configuration with all downlink slots or all uplink slots are assumed in the evaluation. The subcarrier spacing of 30 kHz is assumed. The PDCCH transmission is omitted for brevity. That is, the data latency and reliability obtained in the following simulations is only based on the PDSCH/PUSCH reliability assuming that the PDCCH blocking probability and PDCCH detection error are 0%. 
Finally, the simulation is performed in Urban Macro deployment, and it would be much beneficial to enable URLLC-eMBB coexistence in the deployed carrier. For this end, we generate virtual eMBB interference on unoccupied RBs from adjacent cells to model this coexistence case.
2.1 Modelling of Downlink Transmission
The downlink transmission is illustrated in Figure 1. Upon the data arrival at gNB, the gNB starts to process the data, i.e., it transmits a PDCCH to schedule a PDSCH. The processing time at the gNB is [image: image1.wmf]2
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 is the processing time from receiving uplink grant to transmit PUSCH at UE. Then after an alignment time[image: image4.wmf]0
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, the scheduled PDSCH is transmitted at the first available TTI. For brevity, we assume the CORESET is at the first OS of each TTI, and hence the alignment time for PDCCH occasion is equal to the alignment time for transmission. The PDSCH transmission spans a TTI. After receiving the PDSCH, the UE decodes the data and feedbacks NACK if the data is unsuccessfully decoded. The required processing time is[image: image5.wmf]1
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. The ACK/NACK feedback is carried by a short PUCCH (e.g., 1OS PUCCH), which could start immediately after the data decoding and transmission preparation in FDD systems. Then upon receiving the NACK feedback, the gNB starts to schedule a retransmission. Assuming the adaptive HARQ retransmission scheme is used, the required processing time at the gNB is still[image: image6.wmf]22
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. Similarly, after an alignment time[image: image7.wmf]1
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, the retransmission is sent at the first available TTI. At the UE side, the retransmission is successfully decoded after soft combination, and the time for data decoding is denoted as [image: image8.wmf]3
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Take 30 kHz SCS and UE capability #2 as example. Then the processing time at the UE is 
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 = 5.5 OS. If the transmission time interval (TTI) is of 7 OFDM symbols (OS), then the round trip time (RTT), i.e., the time from the initial transmission to the first retransmission, is computed as 
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 = 7 + 5 + 1 + 3 = 16 OS, where 
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 denote the duration of PDSCH and PUCCH respectively. This is equal to 3 TTIs with an alignment time 
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  = 5 OS for retransmission.
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Figure 1 Signal processing for downlink transmission

For the multi-user scheduling, the latency-prioritized scheduling algorithm is adopted. That is, if more than one UE have data for transmission at the gNB during one TTI, then the user with the smaller latency budget is scheduled with a higher priority. In some cases, the resources are exhausted by other users, then the gNB has to delay the data transmission of the UE with lower priority to the next TTI, resulting in extra queuing delay at the gNB. 
2.2 Modelling of Uplink Transmission
For uplink transmission, both GB PUSCH and GF PUSCH are considered. The GB PUSCH transmission is illustrated in Figure 2. Upon data arrival at the UE, it transmits a scheduling request (SR) at the first available SR occasion. After receiving and detecting the SR, the gNB starts to schedule the uplink data transmission and transmits an UL grant to schedule the PUSCH. The processing time at the gNB is 
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 is the processing time from the end of PDSCH reception until the start of the corresponding ACK/NACK transmission from the UE. The UL grant should be transmitted on the first available PDCCH occasion, which is assumed to be the first OS within each TTI, and hence an alignment time 
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 is necessary in some cases. After receiving the UL grant, the UE decodes the grant and prepares the PUSCH transmission. The processing time for this is
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, and after the preparation, the UE transmits the PUSCH at the first available uplink TTI. Upon receiving the PUSCH, the gNB starts to decode and reschedules a PUSCH if the data is unsuccessfully decoded. The rescheduling follows the procedure of the initial scheduling, including a processing time 
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. Then the gNB transmits the rescheduling UL grant and the UE transmits the retransmission at the first available uplink TTI after receiving the UL grant and the minimum processing time
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. At the gNB side, the retransmission is successfully decoded after soft combination, and the time for data decoding is denoted as
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Take 30 kHz SCS and UE capability #2 as example. If the transmission time interval (TTI) is of 7 OFDM symbols (OS), then the uplink scheduling delay is 
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= 1 + 6 = 7 OS, which is equal to 1 TTI with none alignment time for PUSCH transmission. Then the round trip time, i.e., the time from the initial UL Grant to the rescheduling UL grant, is computed as 1+1+1 = 3 TTIs, including a processing time 
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Similar to the downlink transmission, the latency-prioritized scheduling algorithm is adopted, and the queuing delay at the UE is considered when the transmission of one UE is blocked by another UE.

For the grant free (GF) PUSCH transmission, the processes of sending SR, gNB scheduling and UE preparation for PUSCH are all omitted. By instead, only the alignment time between the packet arrival and the first available GF occasion is modeled. For pure GF scheme, the data is transmitted on one or two TTIs depending on the configured GF PUSCH resource, MCS and packet size, while no retransmission is available. For the GF-to-GB scheme, all the process for the GB retransmissions remain the same with the processing shown in Figure 2.
3 Simulation Results

Two sub-use cases are identified in the last meeting [3], including Remote Driving and Intelligent Transport System. We select Remote Driving for performance evaluation since it is more challenging in terms of latency compared to the Intelligent Transport System. As shown in Figure 2, one controller interacts with a vehicle and is driving this vehicle through wireless communications. The information interaction is bi-directional. For DL transfer, the controller first sends the control message through the core network (CN) to the anchor gNB, then gNB transmits the message through the air interface (AI) to the vehicle, finally the vehicle acts in response to the received control message. For UL transfer, the sensors in the vehicle first transmit the collected data, e.g., video for road conditions, to the gNB through the air interface, then the gNB forwards the message to the controller through the CN, and finally the controllers adjusts the driving actions and updates the control messages based on the received data.
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Figure 2 Illustration of remote driving
According to the agreement, the air interface latency is set to 3 ms, and the reliability requirement is 99.999%. Both 4 GHz and 700 MHz are evaluated. Table 1 presents the mainly used antenna configurations, while other simulation assumptions are given in Appendix A, following the agreements from the last two meetings.
Table 1 Antenna configurations at BS and UE for the Urban Deployment where the antenna tilt is 102 degrees
	
	Details
	Notes

	Antenna Config#1
	For BS, 4Tx/4Rx

· (M, N, P, Mg, Ng; Mp, Np) = (8, 4, 2, 1, 1; 1, 2)
· (dH, dV) = (0.5λ, 0.8λ)
For UE, 2Tx/4Rx
· For 4Rx: (M, N, P, Mg, Ng; Mp, Np) = (1, 2, 2, 1, 1; 1, 2)
· For 2Tx: (M, N, P, Mg, Ng; Mp, Np) = (1, 1, 2, 1, 1; 1, 1)
· Panel model 1: dH = 0.5λ
	Apply for both 4 GHz and 700 MHz

	Antenna Config#2
	For BS, 2Tx/2Rx

· (M, N, P, Mg, Ng; Mp, Np) = (8,1,2,1,1;1,1)
· (dH, dV) = (N/A, 0.8λ) and (+45°, -45°) polarization
For UE, 2Tx/4Rx
· (M, N, P, Mg, Ng; Mp, Np) = (1,1,2,1,1;1,1)
	Only apply for 700 MHz


2.1 Performance Evaluation in 4 GHz assuming FDD system

The bandwidth is 40 MHz for DL and also for UL. The geometry distribution and coupling loss distribution are given in Appendix B for calibration purpose. The Antenna Config#1 is used is simulations.
(1) Performance of Downlink Transmission
For downlink transmission, both periodic and aperiodic traffic models are simulated. 
· Periodic-random: The packet size is 2083 Bytes and the arriving rate is 60 p/s. The packet arrives periodically while the first packet arrival time between different UEs is random.  

· Aperiodic: The packet size is 2083 Bytes and the average arriving rate is 60 p/s. The packet arrival follows a Poisson process. 

UE capability #2 is used and the processing time at the gNB is also computed according to capability #2. The results are shown in Table 2. The TTI length is set as 7 OS. Moreover, we assume 1 OS CORESET spanning the whole bandwidth and 1 OS DMRS with 1/2 density, resulting into a total overhead of 21.4% in case of 7 OS TTI. It is found that about 95% vehicles and 96.7% vehicles can achieve the target latency and reliability requirements for aperiodic and periodic traffic models respectively. The packet error comes from two reasons, i.e., congestion and decoding errors. Due to the large packet size, the packet would be split into many small packets and transmitted over several TTIs. Then if some parts are blocked, the whole packet would not be transmitted entirely. This is especially important for the aperiodic traffic model, where some packets would arrive at the same TTI or at adjacent TTIs. It is observed in simulations that for the aperiodic traffic model, the packet loss due to congestion is nearly equal to the packet loss due to erroneous decoding. These two reasons contribute similarly to the performance loss. Meanwhile, the performance of periodic traffic model is better due to a small probability of packet congestion.
Note that for remote driving, 100% vehicle coverage is indispensable, and we must guarantee all vehicles are in control to avoid any uncontrollable events. That is, the ratio of UEs should be 100% for practical operation. Hence, enhanced technologies are needed.

Finally, it can be observed that the resource utilization (RU) is very low, no more than 11% in all cases. Due to the high reliability requirement, we must reserve more resource to cope with the occasional large fading or severe interference. The resource demand is further enlarged by the imperfect channel estimation, outdated CSI feedback, and packet congestion (for aperiodic traffic model). 
Observation 1: For the downlink transmission of remote driving in 4 GHz assuming FDD system with 40 MHz bandwidth and 10 vehicles per cell, 
· About 95% and 97% vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models respectively.
Observation 2: A lot of resource should be reserved for remote driving to cope with potential congestion, large fading and severe interference, and hence the resource utilization is small.
Table 2 The ratio of UEs satisfying 3 ms latency and 99.999% reliability and the resource utilization for downlink transmission
	
	UE ratio
	

RU

	Aperiodic
	95%
	10.5%

	Periodic-random
	96.7%
	10.2%


(2) Performance of uplink Transmission
For uplink transmission, only periodic traffic model is simulated, including the following two sub-cases

· Periodic-random: The packet size is 2083 Bytes and the arriving rate is 60 p/s. The packet arrives periodically while the first packet arrival time between different UEs is random.  

· Periodic-uniform: The packet size is 2083 Bytes and the arriving rate is 60 p/s. The packet arrives periodically while the first packet arrival is either synchronized or uniformly-spaced.
Similarly, UE capability #2 is used. For the Periodic-random traffic model, only GB PUSCH is simulated. It is found that the performance is much worse than the downlink transmission, i.e., only 6.7% vehicles could meet the target latency and reliability requirements in case of 40 MHz bandwidth and 10 UEs per cell. This is expected since the packet for uplink transmission is much larger (i.e., 5220 B for UL but only 2083 B for DL) and at the same time, the uplink transmission capability of UE is much smaller than the downlink transmission capability of BS. This can be verified through the achieved resource utilization. The RU is 55.6% which is so large and obviously contradicts with the high reliability requirements of remote driving. Meanwhile, since the scheduling is latency-oriented, we would select one UE with smallest latency budget and almost allocate all frequency resource to it for PUSCH transmission due to the large TB size even after packet splitting. The transmit power spectrum density (PSD) is very low and a lot of UEs are power-limited. This also greatly degrades the performance in uplink transmission. In other words, a performance improvement is expected when enhanced scheduling algorithm is used.
For the Periodic-uniform traffic model, both GF PUSCH and GB PUSCH are simulated. For GB PUSCH, dynamic MCS selection and resource allocation are implemented at gNB based on the estimated channel condition. It is found that about 33% vehicles could meet the latency and reliability requirement. The performance is greatly improved compared to the Periodic-random model since the packet arrival is arranged and regular, and hence the congestion is reduced greatly.

Different from GB PUSCH, the resource allocation in GF PUSCH is configured in advance and is optimized by time first and frequency second. That is, when some UEs have packet arrival on the same TTI, the whole frequency band would be equally allocated between these UEs and the resource occupation would span until the latency deadline is exceeded. Obviously, two benefits are achieved by this resource configuration method. Firstly, the maximum transmit PSD is enlarged due to less frequency band occupation and hence the power-limitation problem is greatly alleviated. Secondly, the resource allocation is robust and almost all resources are utilized, e.g., about 92% resources are utilized. As a result, the performance is greatly increased, and about 60% vehicles could meet the latency and reliability requirement.
Observation 3: For the uplink transmission of remote driving in 4 GHz assuming FDD system with 40 MHz bandwidth and 10 vehicles per cell, 
· About 7% vehicles could achieve 3 ms latency and 99.999% reliability for Periodic-random traffic model if GB PUSCH scheme is used;
· About 33% and 60% vehicles could achieve 3 ms latency and 99.999% reliability for Periodic-uniform traffic model if GB PUSCH and GF PUSCH schemes are used respectively.
Observation 4: If the packet arrival among UEs would be arranged, robust resource allocation along with GF transmission would improve the performance greatly.
Table 3 The ratio of UEs satisfying 3 ms latency and 99.999% reliability and the resource utilization for uplink transmission
	
	UE ratio
	RU

	Periodic-random
	GB PUSCH
	6.7%
	55.6%

	Periodic-uniform
	GB PUSCH
	33%
	63.5%

	
	GF PUSCH
	60%
	91.8%


To sum up, the performance of uplink transmission is much worse, and both DL and UL cannot provide 100% UE coverage, which is important in remote driving for accident avoid and emergence control.
Proposal 1: For remote driving in 4 GHz FDD system with 40 MHz bandwidth and 10 UEs per cell, enhanced technologies should be studied to further improve the downlink and uplink transmission performance to achieve the latency/reliability requirement and almost 100% vehicle coverage. 
2.2 Performance Evaluation in 700 MHz FDD system
For 700 MHz carrier, the bandwidth is 20 MHz for FDD system. Antenna configuration #2 is the commonly used antenna configuration while configuration #1 with more antenna elements and ports is also agreed for performance evaluation. Similar to Section 2.1, the performance for downlink transmission with Aperiodic and Periodic-random traffic models are evaluated while the performance for uplink transmission is lack and would be added in the next meeting. The geometry distribution and coupling loss distribution are given in Appendix B for calibration.
For antenna configuration #2, about 5% and 30% vehicles could achieve the target latency and reliability requirements for Aperiodic and Periodic-random traffic models respectively, in case of 20 MHz and 10 UEs per cell. The performance is very poor and mainly because of the reduced transmission capability due to smaller antenna elements/ports. This could be verified through the resource utilization. It is found that due to the reduced transmission capability, more resources (about 35%) are required for data transmission. This would unavoidably cause severe congestion and also indirectly increase the probability of decoding error since severe congestion would reduce the retransmission opportunities.
For antenna configuration #1, the performance is very good, and all vehicles could meet the latency and reliability requirements for both Aperiodic and Periodic-random traffic models. 
Observation 5: For the downlink transmission of remote driving in 700 MHz FDD system with 20 MHz bandwidth and 10 vehicles per cell, 
· About 5% and 30% vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models if antenna configuration #2 is used;
· All vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models if antenna configuration #1 is used.
Table 4 The ratio of UEs satisfying 3 ms latency and 99.999% reliability and the resource utilization for downlink transmission
	
	
	UE ratio
	RU

	Antenna Config#2
	Aperiodic
	5%
	34.7%

	
	Periodic-random
	30%
	34.8%

	Antenna Config#1
	Aperiodic
	100%
	18.6%

	
	Periodic-random
	100%
	18.3%


Note that antenna configuration #1 requires 32 antenna elements with dual polarization at gNB, although they are virtualized as 4 antenna ports. This is challenging for 700 MHz carrier. Hence antenna configuration #2 may be more appropriate in practice.
Proposal 2: For remote driving in 700 MHz FDD system with 20 MHz bandwidth and 10 UEs per cell, if antenna configuration #2 is adopted, enhanced technologies should be studied to further improve the downlink transmission performance to achieve the latency/reliability requirement and almost 100% vehicle coverage.
4 Conclusions 
In this contribution, simulation results for remote driving in transport industry is presented to establish a baseline performance. Observations and proposals are given as follows.
Observation 1: For the downlink transmission of remote driving in 4 GHz assuming FDD system with 40 MHz bandwidth and 10 vehicles per cell, 

· About 95% and 97% vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models respectively.
Observation 2: A lot of resource should be reserved for remote driving to cope with potential congestion, large fading and severe interference, and hence the resource utilization is small.
Observation 3: For the uplink transmission of remote driving in 4 GHz assuming FDD system with 40 MHz bandwidth and 10 vehicles per cell, 
· About 7% vehicles could achieve 3 ms latency and 99.999% reliability for Periodic-random traffic model if GB PUSCH scheme is used;
· About 33% and 60% vehicles could achieve 3 ms latency and 99.999% reliability for Periodic-uniform traffic model if GF PUSCH and GB PUSCH schemes are used respectively
Observation 4: If the packet arrival among UEs would be arranged, robust resource allocation along with GF transmission would improve the performance greatly.
Observation 5: For the downlink transmission of remote driving in 700 MHz FDD system with 20 MHz bandwidth and 10 vehicles per cell, 
· About 5% and 30% vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models if antenna configuration #2 is used;
· All vehicles could achieve 3 ms latency and 99.999% reliability for Aperiodic and Periodic-random traffic models if antenna configuration #1 is used.
Proposal 1: For remote driving in 4 GHz FDD system with 40 MHz bandwidth and 10 UEs per cell, enhanced technologies should be studied to further improve the downlink and uplink transmission performance to achieve the latency/reliability requirement and almost 100% vehicle coverage. 
Proposal 2: For remote driving in 700 MHz FDD system with 20 MHz bandwidth and 10 UEs per cell, if antenna configuration #2 is adopted, enhanced technologies should be studied to further improve the downlink transmission performance to achieve the latency/reliability requirement and almost 100% vehicle coverage.
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Appendix A
Table A Simulation assumptions for Transport Industry in Urban Macro Deployment
	Parameters
	Value

	Layout
	Single layer - Macro layer: Road configuration in Figure 6.1.9-1 in 38.913 and BS placement as depicted in Figure A.1.3-1 in 36.885.

	Inter-BS distance
	500 m

	Carrier frequency
	4 GHz or 700 MHz

	Simulation bandwidth
	For 4 GHz, 40 MHz

For 700 MHz, 20 MHz

	SCS 
	30 kHz

	Channel model 
	UMa in TR 38.901

	Transmit power per TRP
	49 dBm 

	BS antenna height
	25 m

	BS antenna element gain + connector loss
	8 dBi

	BS receiver noise figure
	5 dB

	UE Tx power
	23 dBm

	UE antenna height
	3 m

	UE antenna gain
	3 dBi

	UE receiver noise figure
	9 dB

	UE distribution
	Urban A in 37.885

- Vehicle type distribution: 100% vehicle type 2.

- Vehicle speed is 60 km/h in all the lanes.

	Number of UEs per cell
	10

	UE power control
	Open-loop power control with P0 = -86 dBm, alpha = 0.9

	HARQ/repetition
	Adaptive HARQ retransmission

	Channel estimation
	Realistic

	BS receiver
	MMSE-IRC


Appendix B
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(a) DL geometry
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(b) Coupling loss
Figure 1 Distribution of DL Geometry and Coupling loss for remote driving in Urban Macro
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