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1 Introduction
As agreed [1], the scope of the SI on NR V2X includes identifying the technical solutions for NR sidelink design such that it should be able to cover in-coverage, out-of-coverage and partial coverage situations. Some statements and objectives relevant to the current paper are described below.

	TSG RAN has agreed in TR 38.913 that it is not intended for NR V2X to replace the services offered by LTE V2X. Instead, the NR V2X shall complement LTE V2X for advanced V2X services and support interworking with LTE V2X. At least from a 3GPP RAN technology development standpoint, the focus and scope of NR V2X study are to target advanced V2X use cases. The SI includes the following objectives, considering in-network coverage, out-of-network coverage, and partial network coverage use cases:

1: Sidelink design [RAN1, RAN2]:
· [bookmark: _GoBack]Identify technical solutions for a NR sidelink design to meet the requirements of advanced V2X services, including 
· Study the support of sidelink unicast, sidelink groupcast and sidelink broadcast
· Study NR sidelink physical layer structures and procedure(s)
· Study sidelink synchronization mechanism
· Study sidelink resource allocation mechanism (also including objective 3)
· Study sidelink L2/L3 protocols

NOTE: Only the performance of advanced V2X use cases will be evaluated in the design of NR sidelink.


[bookmark: _Toc521685527][bookmark: _Toc521685526]In our previous contribution [2] we noted that for the LTE and NR Uu interface, resource ownership defines a framework for uplink and downlink scheduling. This Uu framework needs to be extended for the NR sidelink, which can operate in both licensed and unlicensed spectrum resources. In [2] we proposed that similarly to the LTE sidelink design, in NR it remains important that a UE cannot control another UE. However, a UE can expect certain behaviour (and indicate such expectation) over the sidelink from a peer UE, especially in the case of unicast transmissions. According this design principle, as we also proposed in [2], when the NR sidelink uses licensed spectrum resources, the RAN (as the sole resource owner) decides on the conditions under which such resources may be used. Such conditions can include transmission parameters, resource pool and time period during which the resources may be used for sidelink communication.
An alternative design approach as proposed by many companies [18], [19] is to introduce a new entity in the 3GPP architecture that enables a hierarchical structure among UEs by electing a master UE or Cluster Head (CH) (also sometimes being referred as local manager). According to this alternative design approach, the CH would be able to manage other UEs in terms of accessing resources, scheduling or managing cluster membership. In this contribution, we provide a survey of related academic research papers and discuss some issues (lessons learnt) with such a design approach.
2	A Survey of Clustering and Cluster Head Election Schemes
2.1	The Concept of Clustering in Mobile Ad Hoc Networks
In the context of multi-hop packet radio and wireless sensor networks that do not rely on a fixed set of infrastructure nodes -- such as wireless access points or cellular base stations -- also known as ad hoc or peer-to-peer networks, the concept of clustering has been well-known for long, and a lot of research and experimental results are reported [3-17]. Such networks may be a viable alternative to infrastructure-based networks in national security and public safety (NSPS), public protection and disaster relief (PPDR), law enforcement, and battleﬁeld communication scenarios [3-4]. Such situations demand a network where all the nodes including the base stations are potentially mobile. In such situations a multi-cluster, multi-hop packet radio network architecture that can dynamically adapt itself to the changing network conﬁgurations may be an economically viable alternative to rapidly establish basic communication services with an infrastructure. 
In ad hoc networks certain nodes, known as cluster heads (CH), are responsible for the formation and maintenance of clusters, each consisting of a number of nodes (analogous to cells in a cellular network). The nodes belonging to the same cluster accept some level of control by the CH. The set of CHs is sometimes referred to as the dominant set [3]. Once elected, a CH can be responsible for synchronization, resource allocation to the nodes belonging to its cluster, routing and other tasks. Due to the dynamic nature of the mobile nodes, their association and dissociation to and from clusters perturb the stability of the cluster and call for – typically rather complex – cluster formation and management algorithms, whose main task involves [10-11], [13-17]:
· Determining which nodes belong to the same cluster;
· Determining which node of the cluster acts as a CH and belong to the dominant set of the system;
· Determining which node(s) of the cluster act as gateways that connect the cluster to other clusters or to the infrastructure.
[bookmark: _Toc525896221][bookmark: _Toc525896252][bookmark: _Toc528933293][bookmark: _Toc528938330][bookmark: _Toc528946052][bookmark: _Toc528955301]Cluster head architectures require cluster formation and management algorithms for cluster formation, cluster head election, and cluster management.
Vehicular ad hoc networks (VANET) can be regarded as a subclass of mobile ad hoc networks (MANET) [9]. The movement of the nodes in a VANET may be regular if vehicles move along fixed roadways, or the movement may be irregular in an urban or suburban environment. Recently, a great number of cluster formation, CH election and routing algorithms especially designed for VANETs with regular or irregular node movements have been proposed in the academic literature; see the survey paper [9]. These algorithms differ in how they take into account node mobility, moving pattern of the nodes, network topology, node density, available bandwidth, power resources, positioning acquisition, communication range of the nodes, and inter-node distance measurements.
2.2	Clustering and Cluster Head Election Algorithms
In MANETs, and especially in VANETs, due to the mobility of mobile nodes and changes in the radio environment, reorganization of the cluster structure is required [13]. This needs exchange messages inside the cluster that necessarily consumes bandwidth and energy of the involved nodes. The CH and gateway nodes forward (manage) messages to cluster members and perform other functions, which often leads to higher power consumption of these nodes compared to cluster member nodes [13]. To manage mobility and balance power consumption, a large number of clustering and CH election algorithms have been studied, including some of the recent literature surveyed in [10]. Also, [13-17] propose clustering algorithms that aim to balance the trade-off between energy and bandwidth consumption, cluster stability, reliability, complexity and the time needed for cluster formation in the presence of mobility. The following examples illustrate some of the most recent approaches.
· Reference [13] proposed an algorithm named “optimized stable clustering algorithm for mobile ad hoc networks” to minimize CH change and make the cluster stable by introducing a backup node which can take over the role of the CH when necessary;
· Reference [14] proposes a so-called honey bee algorithm–based clustering that forms clusters while minimizing the required energy and bandwidth resources. A node is selected as CH based on the node degree (number of potential neighbor nodes), neighbor’s behavior, mobility direction, mobility speed, and remaining energy.
· Reference [15] compares different criteria for CH election. Such criteria include consumed energy, ability to deal with mobility, achieved connectivity between nodes and algorithm complexity.
· Reference [16] proposes a clustering scheme based on a genetic algorithm that takes into account CH power consumption and the required bandwidth for forming clusters.
· Reference [17] develops a clustering algorithm that takes the residual energy and group mobility into consideration. It also develops a distributed fault detection algorithm and a CH backup mechanism to enhance the robustness of clusters with respect to CH failure.
3	Discussion
Cluster formation and CH election algorithms must balance between spectral and energy efficiency, cluster stability and CH re-election frequency and performance. Therefore, they tend to become complex even at a high level of abstraction that ignores the protocol and physical layer details, UE capability constraints and realistic channel models. One of the main reasons for this complexity is that a hierarchical level between mobile nodes is introduced. The hierarchy of nodes does not take advantage of a cellular base station and does not distinguish between in-coverage and out-of-coverage UEs. The surveyed literature points at the performance advantages of forming clusters when the cluster is established assuming that it remains stable over long periods of time. However, cluster management and the associated CH election and re-election algorithms and signaling overhead are not well suited for highly mobile environments in general and vehicular environments in particular.
[bookmark: _Toc525896222][bookmark: _Toc525896253][bookmark: _Toc528933294][bookmark: _Toc528938331][bookmark: _Toc528946053][bookmark: _Toc528955302]The potential advantages of cluster head architectures are usually shown assuming that the cluster is established assuming that it remains stable over long periods of time.
[bookmark: _Toc525896223][bookmark: _Toc525896254][bookmark: _Toc528933295][bookmark: _Toc528938332][bookmark: _Toc528946054][bookmark: _Toc528955303]Cluster management and the associated CH election and re-election algorithms and signaling overhead are not well suited for highly mobile environments in general and vehicular environments in particular.
[bookmark: _Toc528933296][bookmark: _Toc528938333][bookmark: _Toc528946055][bookmark: _Toc528955304]The concept of clustering as discussed in existing literature does not incorporate architectural aspects of cellular networks and the notion of in-coverage and out-of-coverage UEs. 
From higher layer perspective, also standardization efforts in other working groups cannot be neglected. For example, authentication and authorization procedure should be studied by SA groups, to avoid the possibility that malicious nodes take the role of CH, and start controlling other UEs. Given the fact that the CH can be out-of-coverage, and therefore cannot be authenticated by the core network is not clear what procedures should be defined for that. Note also that this approach targets very specifically a single use case and is not compatible with the rest of them.
[bookmark: _Toc528933297][bookmark: _Toc528938334][bookmark: _Toc528946056][bookmark: _Toc528955305]Authentication/authorization procedures should be studied by other working groups, to avoid the harmful scenarios that malicious nodes become cluster head.
From layer-2 perspective, also the handling of the cluster head might not be trivial. When the cluster head is in-coverage, rules should be defined to determine when the UE is allowed to switch from Uu connection to a cluster-head connection and vice versa. Similarly, when the CH is out-of-coverage, rules to switch from one CH to another should be defined. In [18], it is argued that a vehicle UE can simply send an SR/BSR to the CH, and the CH can schedule the SL grant. However, it seems crucial to define rules on how such SR/BSR are handled in the CH. For example, it is an open issue what happens in case the vehicle UE sends the SR but no SL grant is received, e.g. RAN1/RAN2 should study for how long the vehicle UE should keep sending the SR, for how long the vehicle UE should wait to receive the SL grant after SR transmission, when the vehicle UE should stop sending SR to one CH and start sending SR to another CH, or to the gNB (if in-coverage), etc. If there are no such rules, it may happen that the UE sends the SR to different CHs or gNB, and at that point, it would be ambiguous which SL grant the UE should really use. 
On top of this, mobility aspects and CH capacity aspects should also be considered. Depending on the amount of vehicle UEs that request resources to the CH via SR/BSR, the CH latency in scheduling a vehicle UE might be different. Therefore, latency requirements might be affected not only by possible channel congestion (as it happens in classic mode-2), but also by capacity limitation at the CH. Moreover, by the time the CH manages to schedule a vehicle UE, the vehicle UE may be have already moved away and be already left the CH coverage. So, in order to avoid resource wastage, it should be studied how to handle hanging resources which are scheduled by the CH but not in use of the vehicle UE. 
The above arguments seem to call for some layer-3 procedure that considers mobility aspects, channel status and CH capacity conditions to determine whether the link between vehicle UE and CH is robust/reliable enough.
A more general issue that we foresee for the specification of the CH, is that today the rules to handle the SR/BSR and more specifically all the scheduling procedures at the gNB side, are not currently specified. It is the gNB implementation which can be largely configured by the network vendor that handles scheduling policies. How to specify scheduling policies or configure them is not clear.
[bookmark: _Toc528933298][bookmark: _Toc528938335][bookmark: _Toc528946057][bookmark: _Toc528955306]Layer-2 impact is not negligible, e.g. how to handle transmission/reception of SR/BSR, mobility aspects, and more in general how to define scheduling procedures.
[bookmark: _In-sequence_SDU_delivery][bookmark: _Toc528938336][bookmark: _Toc528946058][bookmark: _Toc528955307]Evaluation of CH performances should take into account CH capacity limitation which may affect QoS requirements, such as latency.
4	Conclusion
In this paper we have presented a survey of studies on cluster head architectures, including election and management algorithms. We have observed the following:
Observation 1	Cluster head architectures require cluster formation and management algorithms for cluster formation, cluster head election, and cluster management.
Observation 2	The potential advantages of cluster head architectures are usually shown assuming that the cluster is established assuming that it remains stable over long periods of time.
Observation 3	Cluster management and the associated CH election and re-election algorithms and signaling overhead are not well suited for highly mobile environments in general and vehicular environments in particular.
Observation 4	The concept of clustering as discussed in existing literature does not incorporate architectural aspects of cellular networks and the notion of in-coverage and out-of-coverage UEs.
Observation 5	Authentication/authorization procedures should be studied by other working groups, to avoid the harmful scenarios that malicious nodes become cluster head.
Observation 6	Layer-2 impact is not negligible, e.g. how to handle transmission/reception of SR/BSR, mobility aspects, and more in general how to define scheduling procedures.
Observation 7	Evaluation of CH performances should take into account CH capacity limitation which may affect QoS requirements, such as latency.
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