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Introduction
In last RAN1#95 meeting [1-3], several agreements were made for CSI enhancement for MU-MIMO support. 
Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 
Agreement
The first offline agreement in section 2.2 of R1-1814201 on ‘Basis subset or linear combination (LC) coefficient selection for the 2L beams’ is agreed.
· Alt1A. Common selection for all the 2L beams, wherein M coefficients are reported for each beam
· 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· 
·   is composed of linear combination (LC) coefficients, but  of its coefficients are zero
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected
· For evaluation, companies should state their assumption on the selection of  LC coefficients (applied to all 2L beams), e.g.
· The value of  is fixed or higher-layer configured, and the  LC coefficients are dynamically selected by the UE (hence reported with CSI), or
· The  LC coefficients and its size are dynamically selected by the UE (hence reported with CSI)
· Alt2. Independent selection for all the 2L beams, wherein  coefficients are reported for the i-th beam (i=0, 1, …, 2L-1)
· , where , i.e.  frequency-domain components (per beam) are selected 
·   is composed of  linear combination coefficients
· The value of  (applied to all 2L beams) is higher-layer configured
· For evaluation, companies should state their assumption on size- basis subset selection (applied to the i-th beam), e.g. for i=0, 1, …, 2L-1
· The size- subset and the value of  are dynamically selected by the UE (hence reported with CSI) 
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is determined by a predefined rule in specification
· The size- subset is dynamically selected by the UE (hence reported with CSI), but the value of  is higher-layer configured
· The size- subset can be chosen either from the fixed basis set or from a beam-common UE-selected intermediate subset of the fixed basis set
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for precoder/PMI FD compression unit, taking into account UPT vs. overhead and complexity 
· Alt1. Subband (SB), wherein the SB size for precoder/PMI compression is the same as the CQI subband size
· Alt2. X resource blocks (RBs), different from CQI subband size. Three sub-alternatives 
· Alt2.1 X = 1
· Alt2.2 X = CQI SB size / R where R>1 is a predetermined integer 
· Only one R value is supported. FFS: the value of R
· Alt2.3 X = {2, 4} where X is higher-layer configured 

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for quantization for evaluation purposes.
For next meeting
In RAN1 NR-AH 1901, companies are encouraged to study the following issues for finalizing the remaining details on DFT-based compression in RAN1#96:
· Supported values for the number of FD compression units before compression, or the DFT vector length (N3), by considering, e.g.
· Whether one compression is performed across the entire CSI reporting band or a segment of the CSI reporting band
· Supported values for the number of FD components after compression (M for common selection or {Mi} for independent selection)


Agreement: 

For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt3.  The coefficient matrix W2_tilde (2L-by-M matrix) is expressed by a product of three matrices (=ABC). A and C are real-valued diagonal matrices and B is a coefficient matrix. The amplitude set for B is {0,1}. For the amplitude sets of A and C:
· ALT 3A: 3bit R15 amplitude set for A and C.  
· ALT 3B: 3bit R15 amplitude set for A and new 2bit amplitude set {0, 1/4, 1/2, 1} for C.  
· Alt4. For each beam,
· 4-bit amplitude and 4-bit phase for the first FD component
· 3-bit amplitude and 3-bit phase for the remaining FD components
· Alt5A. For each beam,
· 4-bit amplitude and 4-bit phase for the strongest coefficient,
· 3-bit amplitude and 3-bit phase for the remaining coefficients
· Alt5B. For each beam,
· 3-bit amplitude and 3-bit phase for P0 strongest coefficients,
· 2-bit amplitude and 2-bit phase for P1 2nd strongest coefficients
In the following, we discuss the open issues including basis selection, impact of oversampling factor, PMI FD compression unit, the number of FD compression unit and coefficient quantization.
Basis/Coefficients selection     
As agreed in the last meeting, for R16 type II codebook, the precoder/PMI of a certain layer across  frequency unit is represented by a size- matrix , where  is the number of spatial dimensions. The precoder matrix for a given rank and a unit of  is normalzied by . The matrix ,  and  are detailed as follows.
· matrix represents the wideband beam matrix. Its size is , where  is the number of spatial beams configured by gNB.
·  matrix is composed of the coefficients after FD compression. Generally,  can be expressed by , where  are the  coefficients associated with beam  and the corresponding basis. The size of  is .
·  matrix is composed of the compression basis (e.g., DFT based). Generally, it aggregates the basis selected for each beam, i.e., , where  contains the  basis selected for beam  and  is a  basis. It is worth noting that a coefficient  in  represents the coefficient associated with basis  for beam . The size of  is .
The remaining issue is how to perform basis selection for each beam. Intuitively, different beam domain channel may experience different but correlated frequency domain channel. More specifically, if the number of ports is large enough, then the spatial beam can be fine enough so that each beam experiences a particular short delay profile and this short delay profile varies among different beams. If the number of ports is small, then the beam is coarse so that each beam may experience a similar multi-path delay profile. Hence, whether the basis selection is beam-common or beam-specific is the main focus. Based on the agreement made in the previous meeting, we investigate three schemes in this section.
· Alt-1A: As shown by Figure 1, UE selects and reports  basis common for all the 2L beams, then reports all the 2LM coefficients. Mathematically,  and . The value of  is configured by gNB


Figure 1. Illustration of Alt-1A with beam-common basis selection.
· Alt-1B: As shown by Figure 2, UE selects and reports  basis common for all  beams, then reports a subset of  coefficients, and the non-reported coefficients are assumed 0. The value of  and  are configured by gNB. This scheme can be further categorized into two subcases
· Alt-1B-1: For each beam, UE reports a same number of coefficients;
· Alt-1B-2: UE determines the distribution of  among the  beams. That is, for beam , reports  coefficients where  and the value of  is determined by UE;


Figure 2. Illustration of Alt-1B-2 with beam-specific coefficient selection with an intermediate beam-common basis selection.
· Alt-2: As shown by Figure 3, for each beam, UE independently select  basis out of the total  basis. The total number of basis  is configured by gNB. UE determines the distribution of  among the  beams. That is, for beam , the   coefficients and the value of  are determined by UE;


Figure 3. Illustration of Alt-2 with beam-specific basis selection.
It is worth noting that Alt-1B can be considered as a beam-specific basis selection approach because reporting a subset of coefficients is equivalent to performing second stage of beam-specific basis selection. Compared to Alt-2, the difference of Alt-1B lies in selecting basis from an intermediate subset. This intermediate subset is beam-common and is determined by UE.
Assuming each scheme reports a same number of coefficients, denoted by , we evaluate the performance and overhead of the considered schemes. With this setup, we have
· In Alt-1A,  and ;
· In Alt-1B,  and . That is, to report same number of coefficients as in Alt-1A, Alt-1B reports 2 more basis than Alt-1A for the intermediate subset.
· In Alt-2, .
For a certain layer, the overhead used for reporting basis/coefficients selection is calculated in Table 1, the size of the beam-common basis selection in Alt-1A and Alt-1B are also included. Besides, the overhead used for reporting beams is  and the overhead used for quantization is  as we consider 3-bit amplitude quantization and 3-bit phase quantization. From Alt-1A to Alt-2, we can see that the basis selection flexibility increases, but the overhead is increasing as well. Figure 4 illustrates the evaluation results of cell-edge packet throughput, where the y-axis represents the performance loss relative to R15 Type II codebook, while the x-axis represents the average report overhead. In this simulation, 10MHz BW with 52RBs is considered, the SB size is 4RBs. The detailed simulation setup is provided in the Appendix.
Table 1. overhead used for reporting basis/coefficients selection for a certain layer of different schemes
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In Figure 4, each curve is plotted with  and . As shown, since all beams select same bases, Alt-1A achieves the lowest performance for a certain level of overhead, the loss relative to R15 Type II is significant compared to the loss incurred in other schemes. Besides, Alt-2 yields better performance compared to Alt1B, but the overhead cost is large. It is worth noting that the overhead of Alt2 may be reduced by performing efficient reporting method. Specifically, after selecting basis for each beam independently, the UE firstly takes the union of the basis selected across all beams. Secondly, UE treats this union set of basis as an intermediate subset and report it and its size. Then, UE reports the selected basis from the intermediate set. Moreover, for Alt-1B-1 and Alt-1B-2, we can see that Alt-1B-2 provides good gain with a tiny overhead increment. This reveals that it is useful for UE to determine/report the number of coefficients/basis for each beam. 

[image: ] Figure 4. Cell edge performance with 13 SBs.
[image: ] Figure 5. Cell average performance with 13 SBs.
In practical wireless channel, the delay profile associated with different beams may be uncorrelated. In this case, restricting bases selection from an intermediate subset with a configured size may not suffice to include the all favourite bases across all beams. This would result in poor compression quality via Alt-1B and the reported PMI might achieve even worse performance than Type I report. This problem is much more severe for cell-edge UEs who overhears strong inter-cell interference. For those UEs, the channel after interference-whitening would have much longer delay profile. Hence, it is preferred that UE has the full flexibility of performing basis selection from the entire set.
To sum, we have the following key observation:
Observation 1: beam-common basis selection achieves large performance loss compared to R15 Type II.
Observation 2: Beam-specific basis selection achieves 90% performance of R15 Type II with 40% overhead reduction.
Observation 3: UE determining/reporting the number of coefficients or basis for each beam achieves better performance than a configured number of coefficients or basis for each beam.
Based on the observation, we propose
Proposal 1: In R16 type II CSI enhancement, beam-specific basis selection shall be supported.
Proposal 2: In R16 type II CSI enhancement, UE determining and reporting the number of coefficients or basis for each beam shall be supported.
Oversampling factor for DFT basis
In this section, we discuss the impact of introducing oversampling factors to the DFT basis. After introducing , the total number of compression basis is , and they can be divided into  groups each with  basis. The basis within each group are orthogonal to each other and the basis in different group are non-orthogonal. Mathematically, the basis of group  can be expressed by 

The critical sampled DFT basis is represented by the group with . The impact of  on the throughput performance depends on whether selecting basis from same group or different group.
For a certain layer, if restricting all the basis selected across the  beams are from the same group, i.e., only orthogonal basis are selected, then introducing  does not bring performance benefit. The reason is that the basis in non-critical sampled group  () is essentially equal to the critical group  multiplied by a phase rotation in each column, and such a phase rotation does not make difference in terms of CQI calculation. To be more specific, 

In other words, for frequency unit , the phase rotation is . Thus, for a same  matrix, using the orthogonal basis from a non-critical sampled DFT basis results same CQI as using orthogonal basis from the critical sampled DFT basis.
If allowing basis selected from different orthogonal groups, then how to perform basis selection would be a stringent issue. For instance, a UE is configured to report 2 basis per beam, and the beam is narrow enough so that it has a single path (or flat in frequency domain). As shown in Figure 6, with critical sampling, UE is able to perfectly recover the frequency domain channel by choosing the highest peak and any other critical sample. With oversampling, UE would observe side lobes, if UE picks the two samples on the main lobe, then UE may not be able to recover the frequency domain channel/precoder, thus leading to worse performance than critical sampling approach. Hence, the basis selection algorithm may essentially impact performance. To address this problem, algorithms in the field of compressive sensing shall be employed to perform the selection, but it further increases the PMI computation complexity in R16 and additional processing time may be needed compared to R15 type II codebook. 
[image: ]
Figure 6. Illustration of critical and non-critical samples for a single-path channel.
For performance comparison, we perform a system-level simulation with 8SBs and SBSize=8RBs. As shown by Table 2, performance with selecting 2 and 4 basis common to all beams are provided. The performance gain with oversampling is marginal (less than 5%).
Table 2. Performance comparison with  and , 52RBs and SBSize = 8 (Alt1A). Gain is relative to R15 Type I.
	Alt-1A
	5%-tile gain
	Avg. gain

	M=2
	4.6%
	0.9%

	M=4
	2.7%
	0.7%


Thus, we have the following observations:
Observation 4: with oversampled DFT basis, selecting orthogonal basis brings no benefit compared to critical sampled DFT basis.
Observation 5: with oversampled DFT basis, allowing basis selection from different orthogonal groups brings marginal benefit compared to critical sampled DFT basis.
We propose
Proposal 3: For Rel-16 type II CSI enhancement, only critical sampled DFT basis is supported.
PMI FD compression unit
In the last meeting, one of the open issue is to determine the granularity of precder/PMI compression unit. One option is to reuse the SB-level PMI same as in R15. Another option is to adopt a finer granularity. That is, the PMI unit is X RBs, the value of X can be 1, 2, 4 or SBSize/R with R>1. The advantage of having finer granularity is enhancing the beamforming gain on each RB. Especially for MU case, it is desired for the gNB to derive per-RB interference-nulling MU schemes because with SB-level report only allows the per-SB interference-nulling, which may degrade the performance when the frequency selectivity is large. 
Considering RB-level PMI as a baseline, Table 3 showed performance loss yielded by different PMI granularities, i.e., 4, 8 and 32. As shown, for PMI granularity upto 8 RBs, the loss is negligible, while the loss is nearly 10% for PMI granularity equal to 32RBs. Since the SBSize changes with the size of BWP, the results revealed that the performance loss is noticeable only when BWP size is greater than 144 RBs (because SB size upto 8 RBs is supported for BWP upto 144RBs). To this extent, the use case of having RB-level PMI is very limited. Moreover, the channel aging effect due to CSI report delay needs to be considered.
Table 3. Performance loss w.r.t. RB-level PMI (Alt1A)
	

	SB size (#RBs)
	5%-tile
	Average

	4
	-0.1%
	-0.1%

	8
	-4.2%
	-2.2%

	32
	-9.6%
	-6.4%

	

	SB size (#RBs)
	5%-tile
	Average

	4
	-0.6%
	-0.5%

	8
	-2.8%
	-2.7%


It was also agreed that the down-selection shall be performed considering overhead and complexity. It is essential that increasing the PMI granularity would increase the number of FD unit, i.e., value of . In R15, considering CSI processing complexity, the SB size increases with the BWP size, so that the number of FD unit does not exceed 19. In R16, if finer granularity is supported, the value of  may be upto 275, thus scaling the precoder calculation complexity. Since FD compression already increases the complexity of R16 type CSI computation compared to R15, increasing value of  greater than 19 would further degrade the CSI processing time and power saving mechanism. In addition, as UE reports M basis out of total  basis, the overhead will also increase if supporting finer granularity. For instance, reporting 6 basis out of 19 basis requires at least 15 bits, while reporting 6 basis out of 275 basis requires at least 40 bits, 25 bits more for a certain beam of a certain layer. Hence, based on the observation
Observation 6: RB-level PMI only provides noticeable gain over SB-level PMI for BWP greater than 144RBs.
Observation 7: Finer than SB-level PMI degrades the CSI processing time and power saving mechanism.
Observation 8: Finer than SB-level PMI increases the CSI payload by max 25 bits per beam per layer.
We propose, 
Proposal 4: In Rel-16, the PMI frequency unit is the same as the CQI subband size as in Rel-15.
Number of FD Compression Unit
In R15, the PMI is SB-level and the number of FD PMI is determined by the CSI reporting band configuration. Specifically, the gNB will configure the UE one out of the two candidate SB sizes. Then, based on the BWP size and the configured SB size, the UE will determine the number of SBs in associated BWP. The number of SBs can be any integer between 3 and 19. Furthermore, the gNB uses a bitmap to configure SBs where the CSI shall be reported for. Hence, the actual number of FD PMI may be any number between 1 and 19, and the SBs may be the contiguous or non-contiguous. For instance, as illustrated in Figure 7, CSI reporting configuration #1 and #2 configures contiguous 13 and 11 SBs, respectively, while CSI reporting configuration #3 configures non-contiguous SBs, i.e., SBs #1 through to #7 plus SBs #12 through to #16.


Figure 7. Illustration of R15 CSI reporting band configuration
In R16, if the number of FD unit is determined in the same way, there would be two issues. One issue is that the size of the DFT basis may be any integer between 1 and 19. Among them, there exists many wired numbers, e.g., 7, 11, 13, 14, 17 (the prime number other than 2, 3 or 5, and their multiples). Those wired numbers may lead to inaccuracy and difficulties in the fixed-point multiplication/division. Besides, the UE needs to store many DFT basis with different sizes. These negative impacts degrade CSI computation efficiency.
Another issue is related to the non-contiguous SB configuration. There may be three options to handle the non-contiguous SBs. Let’s take report configuration #3 as example. 
· One option is to perform a compression using a DFT basis with size equal to the total number of configured SBs, i.e., 12 in this reporting config #3. In this way, the discontinuity in frequency domain may require more basis to achieve the compression, thus degrades the compression efficiency and/or increase the overhead. 
· The second option is to perform two separate compressions, each for a contiguous SBs, i.e., 7 in the first part, 5 in the second part. With this option, the compression accuracy would be an issue as the DFT basis for a single compression is too short. Moreover, the total number of basis used in these two parts would be greater than that required by the case with 12 contiguous SBs. This is because each contiguous segment needs an independent compression.
· The third option is to perform one compression and the size of DFT basis is determined by the starting SB index and the ending SB index, i.e., 16 in this case. The hole in the reporting band can be padded by replicating the channel/precoder in adjacent SBs to keep the channel/precoder relatively flat in FD. By doing so, UE performs compression of a set of contiguous SBs and the compression efficiency and accuracy is good. After receiving the CSI, the gNB ignores the CSI on SB#11-#15 and extracts the CSI for the configured SBs.
To sum, the number of FD compression shall be multiples of 2 or 3 only, and the number of different values of  shall be as small as possible, so as to ease the computation efficiency. Moreover, employing a value of  larger than the configured reporting band achieves good compression accuracy and gNB is able to extract the CSI for the configured band. The value of  can be determined based on the ending FD unit index and the starting FD unit index. It is worth noting that employing a value of  slightly larger than the configured reporting band does not bring too much overhead as the CSI payload is mainly dependent on the total number of reported basis and coefficients. A determination of  value according to the CSI reporting band configuration is provided in Table 4. Hence, we propose
Proposal 5: In Rel-16, the number of FD compression unit, i.e., value of  shall consider
· multiples of 2 or 3.
· the number of different values of  shall be limited
· the value of  is based on the CSI reporting band and is drawn from a predetermined set.
Table 4. Determining value of  based on the CSI reporting band configuration
	Frequency span of the FD unit (#RB)
	

	<= 8
	8

	9 ~ 12
	12

	13 ~ 16
	16

	17 ~ 24
	24


Quantization
In the last meeting, various quantization methods were proposed. Without loss of generality, let us focus on basis selection Alt1A, as the quantization of basis selection Alt1B and Alt2 follows similarly. The quantization of the coefficients in  matrix can be expressed as the equation below.

The left diagonal matrix contains the wideband beam amplitude on the diagonal, where  represents the wideband amplitude for beam , i.e., the th row of . The right diagonal matrix contains the amplitude for each basis on the diagonal, where  represents the amplitude for basis , i.e., the th row of . The middle matrix contains the amplitude and phase of each individual coefficient. Hence, a coefficient in row  and column  is quantized to . Alt1A, Alt1B, Alt4 and Alt5 only consists of the middle matrix, Alt2A and Alt2B has a similar structure to R15 which contains the left wideband beam amplitude matrix and the middle matrix for the differential part, while Alt3 has a 2D-differential structure with all the three parts. The performance comparison of different quantization schemes is illustrated in Figure 8 and 9. The quantization alphabet is summarized in Table 5. The basis selection method follows Alt1A where beam-common basis is selected, and the curves are plotted with  and .
Table 5: Quantization alphabet used in Alt1A, Alt1B, Alt2 and Alt3
	
	
	
	
	

	Alt1A
	N/A
	N/A
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	

	Alt1B
	N/A
	N/A
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	

	Alt2
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	N/A
	{0, -3, -6, -inf}dB
	

	Alt3
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	{0, -1.5, -3, -4.5, -6, -7.5, -9, -inf}dB
	{0, -3}dB
	



[image: ]Figure 8. Cell edge performance of different quantization schemes with 52RBs and SBSize = 8.
[image: ]Figure 9. Cell average performance of different quantization schemes with 52RBs and SBSize = 8.

We observe that 2D-differential quantization achieves large performance loss compared to other quantization schemes. The main reason is that after the coefficients after compression has a larger dynamic range that that in FD domain as in R15, thus the 1-bit differential amplitude in Alt-3 does not suffice to capture the dynamic range. For instance, considering there are two taps for beam 0 and 1 and the coefficient matrix before quantization writes as , then we have , ,  and  . Hence, the quantization results would be . (Similarly, if use {0,1} as the alphabet for the differential part, then for a coefficient matrix before quantization writes as , the quantization results would be .)
Besides, comparing Alt1A with AltB, we see that they achieve very similar performance and overhead.  From complexity perspective, differential quantization may require a joint search for the wideband part and the differential part across all the coefficients. Thus, differential quantization has a higher complexity than the quantization of each individual coefficient in Alt1A. Lastly, comparing Alt1A with Alt1B, we see that 4-bit phase quantization with 16PSK yields a slightly higher performance than the legacy 8PSK quantization, but the cost of overhead increases with the number of basis. 
To sum, we have the following observation from the simulation results:
Observation 9: 2D-differential quantization with 1-bit differential part achieves significant performance loss than 1D-differential quantization method and individual quantization methods.
Observation 10: 1D-differential quantization with 2-bit differential part achieves similar performance and overhead as individual quantization for M=2, 3 and 4, but the complexity is larger than individual quantization.
Observation 11: 4-bit phase quantization yields a slightly higher performance than the legacy 3bit quantization, but the cost of overhead is high.
Based on the observation, we propose
Proposal 6: For R16 type II CSI enhancement, support individual quantization of each coefficient with 3-bit R15 amplitude quantization and 3-bit phase quantization.
Conclusion
In this contribution, we discuss the open issues related to type II CSI enhancement, including compression basis selection, oversampling factor, PMI FD compression unit, the number of FD compression unit and quantization of coefficients. Based on the following observation,
Observation 1: beam-common basis selection achieves large performance loss compared to R15 Type II.
Observation 2: Beam-specific basis selection achieves 90% performance of R15 Type II with 40% overhead reduction.
Observation 3: UE determining/reporting the number of coefficients or basis for each beam achieves better performance than a configured number of coefficients or basis for each beam.
Observation 4: with oversampled DFT basis, selecting orthogonal basis brings no benefit compared to critical sampled DFT basis.
Observation 5: with oversampled DFT basis, allowing basis selection from different orthogonal groups brings marginal benefit compared to critical sampled DFT basis,
Observation 6: RB-level PMI only provides noticeable gain over SB-level PMI for BWP greater than 144RBs.
Observation 7: Finer than SB-level PMI degrades the CSI processing time and power saving mechanism.
Observation 8: Finer than SB-level PMI increases the CSI payload by max 25 bits per beam per layer.
Observation 9: 2D-differential quantization with 1-bit differential part achieves significant performance loss than 1D-differential quantization method and individual quantization methods.
Observation 10: 1D-differential quantization with 2-bit differential part achieves similar performance and overhead as individual quantization for M=2, 3 and 4, but the complexity is larger than individual quantization.
Observation 11: 4-bit phase quantization yields a slightly higher performance than the legacy 3bit quantization, but the cost of overhead is high.
We propose:
Proposal 1: In R16 type II CSI enhancement, beam-specific basis selection shall be supported.
Proposal 2: In R16 type II CSI enhancement, UE determining and reporting the number of coefficients or basis for each beam shall be supported.
Proposal 3: For Rel-16 type II CSI enhancement, only critical sampled DFT basis is supported.
Proposal 4: In Rel-16, the PMI frequency unit is the same as the CQI subband size as in Rel-15.
Proposal 5: In Rel-16, the number of FD compression unit, i.e., value of  shall consider
· multiples of 2 or 3.
· the number of different values of  shall be limited
· the value of  is drawn from a set determined based on the CSI reporting band, e.g., the starting FD unit index and the ending FD unit index.
Proposal 6: For R16 type II CSI enhancement, support individual quantization of each coefficient with 3-bit R15 amplitude quantization and 3-bit phase quantization.
Appendix
Table 6, Simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD (TDD is not precluded), OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban.

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m

	Channel model
	According to the TR 38.901

	Antenna setup and port layouts at gNB
	Companies need to report which option(s) are used between
· 32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ
Other configurations are not precluded.

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) Type II overhead reduction

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC
Max code-block size=8448bit

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Number of RBs
	52 for 15 kHz SCS

	Number of RB per subbands
	8

	Simulation bandwidth
	10 MHz

	Frame structure
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation

	MIMO layers
	Maximum 12 layers  for MU-MIMO

	CSI feedback
	Feedback assumption at least for baseline scheme
· CSI feedback periodicity (full CSI feedback) :  5 ms,
· Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes
Other FTP model is not precluded.

	Traffic load (Resource utilization)
	· 50%

	UE distribution
	- 80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC as the baseline receiver
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