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Introduction
In RAN1#95, an agreement on the codebook structure for the Type II overhead reduction was achieved:
Agreement:
· Precoders for a layer is given by size-matrix 
·  #SD dimensions
·  #FD dimensions
· FFS value and unit of 
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· Frequency-domain (FD) compression
· Compression via  where , where  are  size- orthogonal DFT vectors for SD-component  
· Number of FD-components  or  is configurable, FFS value range
· FFS: choose one of the following alternatives
· Alt1. common basis vectors: , i.e.  and  are identical (i.e., =, )
· Alt2. independent basis vectors: , where , i.e.  frequency-domain components (per SD-component) are selected 
· Note:  or  are all selected from the index set  from the same orthogonal basis group
· FFS: If oversampled DFT basis or DCT basis is used instead of orthogonal DFT basis
· FFS: Same or different FD-basis selection across layers
· Linear combination coefficients (for a layer) 
· FFS if   is composed of linear combination coefficients
· FFS if only a subset  of coefficients are reported (coefficients not reported are zero).
· FFS if layer compression is applied so that  transformed coefficients are used to construct  for layer (where the transformed coefficients are the reported quantity)
· FFS quantization/encoding/reporting structure
· Note: The terminology “SD-compression” and “FD-compression” are for discussion purposes only and are not intended to be captured in the specification
Furthermore, an alternative for basis subset selection was also defined:
· Alt1B. Common selection for all the 2L beams, but only a size-  subset of coefficients are reported (not reported coefficients are treated as zero) 
· 
·   is composed of linear combination (LC) coefficients, but  of its coefficients are zero
· The value of  (applied to all 2L beams) is higher-layer configured and the M basis vectors are dynamically selected (hence reported with CSI)
· For evaluation, companies should state their assumption on the selection of  LC coefficients (applied to all 2L beams), e.g.
· The value of  is fixed or higher-layer configured, and the  LC coefficients are dynamically selected by the UE (hence reported with CSI), or
· The  LC coefficients and its size are dynamically selected by the UE (hence reported with CSI) 
In our main contribution on this topic [1], we propose to adopt the aforementioned Alt 1B for basis subset selection for Type II overhead reduction. In this contribution, we perform an analysis and discuss how to perform the selection.
Discussion
Given that Alt 1B is adopted, the remaining issue is thus how to select and indicate the size-K0 subset of coefficients. We consider two alternatives: arbitrary and restricted subset selection.
Problem A: How to indicate size-K0 subset?
· Alt A1: Arbitrary size-K0 subset selection using  bits
· Alt A2: Restricted size-K0 subset selection based on WB amplitude coefficients
In Alt A1, the UE can select any arbitrary size-K0 combination of coefficients which may allow it to perfectly match the channel and always indicate the strongest coefficients as the non-zero ones. Such a selection can be straightforwardly indicated using combinatorial signaling using   bits but may cause unnecessarily large overhead.
In Alt A2, a restricted subset selection is considered in order to reduce the overhead. To determine how to design such a restriction, we analyze the average number of coefficients selected as a function of the WB amplitude coefficient  of the beam (which we assume is reported as part of W1). This result is shown in Figure 1, where the x-axis denotes reported beam strength in decreasing order. As can be seen, higher reported WB amplitude   corresponds to more selected coefficients for that beam (with the exception of  due to the probability of that beam illuminating a LOS path of the channel, which only has a single dominant channel tap).
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Figure 1: Statistics of number of selected coefficients per beam vs the WB power index of the beam (from high to low)

Selected number of basis vectors per beam Mi depends on distribution of WB amplitude  for the beams
This realization can thus be utilized to design a restricted K0 subset selection based on reported WB beam amplitude. Consider for instance that based on the reported WB beam amplitudes, a number of candidate coefficient allocations  are defined in the specification, and one of them is selected by the UE. If the number of candidate allocations are small, overhead can be reduced. To evaluate the potential for overhead reduction, we consider L=4 beam and M=6 FD-components and sweep the number of non-zero coefficients  (which we define as the sum of Mi). For Alt A2, the UE selects a distribution of {Mi} from candidates (consuming 4 bits) and the encoding of the selection of the Mi out of M basis vectors for each beam is achieved using  bits. The resulting overhead is presented in Figure 2.
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Figure 2: Overhead for subset selection indication as a function of the number of included coefficients K0
As can be seen, there is some potential for reducing the overhead for the subset selection, but potentially at the cost of reduced performance.  
Alt A2 can reduce overhead with ~10 bits compared to Alt A1 (but at the cost of reduced performance)
Subset selection considering smaller than K0 non-zero coefficients
While the analysis in the previous section showed some potential for restricted subset selection, it did not include in the analysis the possibility that less than K0 coefficients can be non-zero. Recall that in Rel-15 Type II,  we have the indicator of number of non-zero WB coefficients, ”NNZCI” in CSI Part 1 which indicates the payload of CSI Part 2. That is, the subband phase/amplitude of zero-amplitude WB coefficients are omitted from CSI Part 2 in order to conserve overhead.
If same principle is applied for Rel-16 Type II, we should consider the case where only K1 <= K0 coefficients are non-zero as depending on value of K0, there may be many zero coefficients depending on UE’s channel realization!
We investigated what the typical number of actual non-zero coefficients are assuming the 3-bit Rel-15 amplitude quantization and 2LM=64 coefficients in total. The results are shown in Figure 3.
Out of 2LM=64 coefficients, on average ~27 coefficients are non-zero
The distribution of number of non-zero coefficients ranges from ~15-~50
A reasonable value for K0 may thus be around K0=32 to capture most of the energy in the average UE’s channel. However, for some UEs, this will result in a lot of zero-coefficients! Thus, it is clear that it could be beneficial to apply the Rel-15 principle for Rel-15 overhead reduction as well.
[bookmark: _Toc534990148][bookmark: _GoBack]Allow reporting a smaller number K1 coefficients than the configured K0 coefficients 
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Figure 3: Distribution of the number of actual non-zero coefficients K1
If it is allowed that a smaller number K0 of coefficients than K0 can be fed back, it is not obvious how to effectively combine this with restricted size-K0 subset selection, as the K0-K1 “additional” coefficients need to be able to be arbitrarily indicated. Thus, a two-step approach needs to be used, where first the size-K0 subset is indicated using a restricted selection and then a which K1 coefficients among the size-K0 subset are actually non-zero needs to be additionally indicated. The possible alternatives are summarized below: 
Problem B: How to indicate K0-subset given that only K1<=K0 coefficients are non-zero?
· Alt B1:  ”Alt A1”
· Do not include NNZCI. Feedback the K0-K1 zero coefficients.
· Alt B2: Arbitrary selection ”NNZCI + Alt A1”
· Include NNZCI in CSI Part 1 ( bits)
· Indicate a size-K1 subset in CSI Part 2 ( bits)
· Feedback the K1<=K0 non-zero coefficients
· Alt B3: Restricted selection ”NNZCI + Alt A2”
· Include NNZCI in CSI Part 1 ( bits)
· Size K0 subset selection based on WB amplitude (~ -10 bits)
· Indication of the K1 out of K0 zero coefficients ( bits)
· Feedback the K1<=K0 non-zero coefficients
The resulting overhead for the three alternatives are presented in Figure 4. As can be seen, the resulting overhead is actually lower for the arbitrary coefficient selection approach, as long as at least some additional coefficients are zero.
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Figure 4: Overhead for coefficient subset selection given that K1 <= K0 coefficients can be non-zero
Arbitrary coefficient subset selection can be straightforwardly combined with NNZCI (Alt B2) and has lower overhead given at least some coefficients are non-zero
Restricted coefficient subset (Alt B3) may suffer from performance reduction as well as complexity increase compared to arbitrary coefficient subset selection

We therefore propose to adopt an arbitrary coefficient subset selection combined with an indication of the number of non-zero coefficients in CSI Part 1.

[bookmark: _Toc534990149]Adopt arbitrary size-K1 coefficient subset selection, where K1<=K0, combined with indication of number of non-zero coefficients (NNZCI)
· [bookmark: _Toc534990150]A NNZCI in included in CSI Part 1, indicating the number K1<=K0 of non-zero coefficients
· [bookmark: _Toc534990151]The size-K1 subset is indicated in CSI Part 2 using bits 
· [bookmark: _Toc534990152]The indicated K1<=K0 non-zero coefficients are fed back
Conclusion
Based on the discussion in this contribution we make these proposals:

Proposal 1	Allow reporting a smaller number K1 coefficients than the configured  K0 coefficients
Proposal 2	Adopt arbitrary size-K1 coefficient subset selection, where K1<=K0, combined with indication of number of non-zero coefficients (NNZCI)
—	A NNZCI in included in CSI Part 1, indicating the number K1<=K0 of non-zero coefficients
—	The size-K1 subset is indicated in CSI Part 2 using bits
—	The indicated K1<=K0 non-zero coefficients are fed back
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