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1 Introduction

V2X communication covers a diversified set of services from multimedia to safety related applications. To enable these services to function at an expected level, QoS handling has been defined for V2X communications in TS 23.285 [1] mainly focusing on latency, reliability and priority. 
At RAN#80, a new SI for NR V2X was approved [2]. Objective 5 of the NR V2X SI is related to QoS management:
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At RAN1#94bis, the following agreements were taken with respect to QoS Management for NR V2X [3]:

Agreements:

RAN1 studies further how to use 

· priority, 

· latency,

· reliability,

· minimum required communication range (as defined by higher layers) if agreed to use

in the physical layer aspects of at least 

· resource allocation and 

· congestion control and 

· resolution of in-device coexistence issues and 

· power control
No agreements were made in the last RAN1#95. In this contribution, we discuss considerations and proposals with respect to objective 5: QoS Management on the basis of the RAN1#95 feature lead’s summary [4].
In RAN1#95, the following conclusion has been noted

· Selection of QoS model (QoS Flow or per-packet QoS) for the NR V2X sidelink is outside the scope of RAN1

2 Discussion on QoS Management
2.1 Regarding QoS Parameters

For NR V2X, four different advanced V2X use case groups are defined with stringent requirements for latency, reliability and data rates. For example, in advanced driving for “Emergency trajectory alignment between UEs supporting V2X application” the end-to-end latency requirement is 3 ms with reliability of 99.999% within a 500 m communication range [4]. Therefore, the minimum required communication range is a metric that needs to be considered as a QoS parameter at least for the use case groups “Advanced Driving” and “Extended Sensors” [4] with impacts to different physical layer aspects. This is especially true as the required reliability differs significantly for different communication ranges. The minimum required communication range is defined by higher layers in meters [4], which might require accurate positioning information. However, positioning is out of scope of Rel. 16 V2X SI.  Additionally, it is not defined yet how the minimum communication range will be conveyed to the physical layer from the higher layers and in which format. This needs to be clarified with other working groups, e.g. SA2, RAN2.

From RAN1 perspective, it should be studied how to efficiently map the minimum required communication range to link adaptation parameters, e.g., modulation and coding scheme (MCS), transport block size (TBS), and TX power control.
Observation 1: It needs further analysis on how the communication range is conveyed to the physical layer.

Proposal 1: Study the benefit of considering the minimum required communication range for adapting the physical layer sidelink parameters.
2.2 QoS in Resource Allocation
Resource allocation and scheduling mechanism should consider the required QoS parameters, e.g., packet delay budget or packet error rate, which are derived from the 5QI values in [1]. Additionally, the existence of different 5QI values for different services should be also considered. An analysis similar to the NR eMBB and URLLC coexistence study may be considered with appropriate methods considering the special characteristics of the sidelink. The results can be taken as a guideline for designing V2X resource allocation mechanisms and sidelink resource pools, considering e.g. pre-emption and/or prioritized or pre-configured resources based on the NR QoS requirements.
Preemption allows prioritizing transmissions with strict latency requirements over data packets of lower priority. This is achieved by moving resources assigned to a service with lower priority and re-assigning the said resources to the service with higher priority. Preemption can be done inter-UE and intra-UE, where the latter is easier as the UE itself stops transmitting scheduled packets to transmit higher priority ones on the reserved resources. However, inter-UE preemption of resources is more complex as it requires the exchange of control data between UEs, which has to be studied. For example, UE1 sends a preemption control message to both UE2 and UE3 using either unicast or multicast transmission. Once the UEs having data of lower priority, here UE2 and UE3, receive the preemption command from UE1, they refrain from transmitting their reserved data packets. This should happen within an agreed response window.
In LTE V2X, the scheduling is based on PPPP considering priority and latency, and PPPR considering reliability. These parameters provide means to prioritize resources and increase the reliability for broadcast communication, e.g. by triggering packet duplication on the PDCP layer. 
A similar approach for NR V2X could be to assign a specific resource pool or set of resources to data packets with high 5QI values. Alternatively, configuring type 1 grants for data packets of higher priority, using type 1 grants as discussed for mode 2c, could be used. Both mechanisms should be studied. Hence, a QoS driven resource allocation may map packets according to the 5QI on available resources or resource pools to meet the latency requirements of NR V2X. 
Preemption, as described above, could guarantee packets with strict QoS requirements to have a prioritized access segregating the resources into a pool for data packets with lower QoS requirements and higher QoS requirements, as shown in Figure 2. Other resource pools, e.g. resource pool 2 in Figure 2, should be allocated to data packets with lower 5QI values without further restrictions.
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Figure 1: Resource pool segregation based on 5QI values. 

Another agreed QoS parameter that should be studied, while designing prioritized resource pools access, is the spatial information provided by minimum required communication range. Different to LTE V2X, where only broadcast on the sidelink is supported, the minimum required communication range may be used to improve resource allocation in combination with QoS requirements for unicast and groupcast. Hence, the individual spatial distance is relevant, e.g. the distance between individual group members while performing group communication [1].

Observation 2: Preemption of resources between UEs (inter-UE) requires new signaling.
Proposal 2: Study QoS based resource pool segregation and selection.
Proposal 3: Pre-emption of resources on the sidelink based on QoS parameters should be studied for resource allocation in both mode 1 and mode 2.
2.3  QoS based Congestion Control
Congestion control in general manages congestion caused by overload due to limited resources. Taking into consideration QoS requirements, congestion control should avoid outages for high QoS demanding services, e.g. for safety critical messages that demand stringent latency and reliability. In V2X, congestion control has implications on the physical layer design and can be resolved in either a network controlled sidelink communication, e.g., resource allocation mode 1, or autonomously at the UE, e.g., resource allocation mode 2. In case of mode 1, both QoS flow information and/or bearer configuration might be utilized dynamically to reduce congestion at least for high QoS transmission. However, in mode 2, handling congestion is challenging due to the requirement of distributed decision making. Hence, suitable physical layer parameters have to be studied in conjunction with the available QoS information to enhance the existing decentralized congestion control (DCC) of LTE-V2X. A QoS based DCC might be beneficial to allow better flow for packets with high 5QI, which reduces latency and enhance reliability. This can be done with different approaches:

· QoS information is used to prioritize and select different resource pools with different congestion levels using, e.g., CBR/channel occupancy ratio (CR) metrics, 
· Once transmission starts, the congestion resolution mechanism monitors the congestion thresholds to perform adaptive transmission, i.e. controlling transmission rate/period, power, communication range, preemption. 

Hence, channel measurements and occupancy reports (e.g. CBR) exchange between UEs or the UE and the network can enhance congestion resolution. It is assumed that either the network may configure how the measurement reports are scheduled or pre-configured in advance.
2.3.1 Congestion Control Mechanism 

For selected use cases, the exact algorithms of an adaptive congestion control mechanism, such as frequency of the adaptation as well as the adaptation process itself should be studied. One proposal is to study if the UE can perform measurements such as CBR measurements on each of the available resource pools. The UE may sort and categorize its own transmissions based on its respective QoS requirements. Hence, the UE may consider a possibility of accessing the different resource pools depending on the knowledge of the CBR values. For example, as shown in Figure 2, UE0 transmits a packet for a certain communication range with a given priority. Based on the measured CBR/CR, the UE might:

· Transmit one packet and delay the lower priority or the higher communication range packet,
· Transmit packets with increased transmit power based on the QoS and/or measured CBR.
Here, the period of evaluating CBR and both packet access probability and duration should be considered as well.
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Figure 2: QoS-based congestion control and carrier selection.
Observation 3: Decentralized congestion control may benefit from QoS in conjunction with other channel measurements, e.g. CBR.
Proposal 4: Support resource pool selection for transmission of packets by UEs based on CBR/CR to reduce congestion.

Proposal 5: Study how QoS parameters, e.g., communication range, latency, reliability, and priority, in combination with CBR/CR measurements could improve congestion control over sidelink.
2.3.2 QoS-based Congestion Sensing Window
In LTE-V2X, CBR is the baseline for congestion control using a fixed sensing period. However, for NR the size of the window where the CBR is measured (sensed over) is not yet determined. To reduce the impact of congestion, especially for high QoS demanding services, the size of this sensing window could be adapted. For example, in case of high priority transmission, the sensing window size can be reduced. In this case, the shorter averaging window allows more granularities and, thereby, allows faster congestion resolution.
Proposal 6: Study if the CBR sensing window should be adapted based on QoS requirements.
2.4  QoS based Feedback
The addition of advanced V2X use cases poses a new challenge to the network in terms of not only being able to provide the required QoS to certain application services, but also to adapt to changing network conditions. The new use cases define certain critical applications that enable high levels of automation, especially applications that transmit messages of high priority and demand high reliability. In the event where resources are operating at high congestion, the gNB (in case of Mode 1) or the UE (in case of Mode 2) will not be able to meet the expected QoS requirements for a given application.

The concern is that these applications will not be able to function as expected in such a scenario, affecting the performance of the required service. Hence, we propose that RAN1 studies a mechanism where the gNB sends an update to the UE about the deteriorated, or conversely, improved, network conditions and subsequently the application service are made aware that the requested QoS requirements cannot be met or can be increased. This allows the application service to adjust its functioning or level of automation accordingly [6].
Proposal 7: RAN1 should study QoS feedback mechanisms between the UE and its corresponding application service and the gNB, enabling the application service to adapt itself accordingly.
3 Conclusions

In this contribution the following observations and proposals have been made:
Observation 1: It needs further analysis on how the communication range is conveyed to the physical layer.
Observation 2: Preemption of resources between UEs (inter-UE) requires new signaling.

Observation 3: Decentralized congestion control may benefit from QoS in conjunction with other channel measurements, e.g. CBR.
Proposal 1: Study the benefit of considering the minimum required communication range for adapting the physical layer sidelink parameters.
Proposal 2: Study QoS based resource pool segregation and selection.
Proposal 3: Pre-emption of resources on the sidelink based on QoS parameters should be studied for resource allocation in both mode 1 and mode 2.
Proposal 4: Support resource pool selection for transmission of packets by UEs based on CBR/CR to reduce congestion.

Proposal 5: Study how QoS parameters, e.g., communication range, latency, reliability, and priority, in combination with CBR/CR measurements could improve congestion control over sidelink.
Proposal 6: Study if the CBR sensing window should be adapted based on QoS requirements.

Proposal 7: RAN1 should study QoS feedback mechanisms between the UE and its corresponding application service and the gNB, enabling the application service to adapt itself accordingly.
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5. QoS management [RAN1, RAN2]:


Study technical solutions for QoS management of the radio interface (including both Uu and sidelink) used for V2X operations based on input from SA2









[image: image4.png]uofed UNUILod
Jeayn-ous

I

Fra

)

Fr1

FrL

£

(550 )
1 |00y aincseY

{so0 mo1)
2 1004 9n0sey



