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Introduction
In RAN1#95 meeting, DFT-based compression has been agreed as the adopted Type II rank 1-2 overhead reduction scheme: 
Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 

The detailed codebook structure is shown in the following table, where frequency domain compression is employed to remove the redundancy among all the subbands.
	Alt 1.1 DFT-based compression

	· Precoders for a layer is given by size-matrix 
·  #SD dimensions
·  #FD dimensions
· FFS value and unit of 
· Precoder normalization: the precoding matrix for given rank and unit of  is normalized to norm 1/sqrt(rank) 
· Spatial domain (SD) compression
·  spatial domain basis vectors (mapped to the two polarizations, so  in total) selected
· Compression in spatial domain using  , where  are orthogonal DFT vectors (same as Rel. 15 Type II)
· Frequency-domain (FD) compression
· Compression via  where , where  are  size- orthogonal DFT vectors for SD-component  
· Number of FD-components  or  is configurable, FFS value range
· FFS: choose one of the following alternatives
· Alt1. common basis vectors: , i.e.  and  are identical (i.e., =, )
· Alt2. independent basis vectors: , where , i.e.  frequency-domain components (per SD-component) are selected 
· Note:  or  are all selected from the index set  from the same orthogonal basis group
· FFS: If oversampled DFT basis or DCT basis is used instead of orthogonal DFT basis
· FFS: Same or different FD-basis selection across layers
· Linear combination coefficients (for a layer) 
· FFS if   is composed of linear combination coefficients
· FFS if only a subset  of coefficients are reported (coefficients not reported are zero).
· FFS if layer compression is applied so that  transformed coefficients are used to construct  for layer (where the transformed coefficients are the reported quantity)
· FFS quantization/encoding/reporting structure
· Note: The terminology “SD-compression” and “FD-compression”  are for discussion purposes only and are not intended to be captured in the specification



In this contribution, we discuss our detailed design for the DFT-based compression Type II codebook, such as basis subset selection, frequency compression unit, DFT oversampling factor, coefficient unit and CBSR. 
Overhead reduction for Type II CSI
Basis subset selection for different layers
For rank>=2, different layers can use the same or different basis.  In order to evaluate the performance vs. overhead with the same or different basis for different basis, the following agreement is achieved.
Agreement: 

In RAN1 NR-AH 1901, companies are encouraged to evaluate the following alternatives for compression basis () subset selection scheme across different layers when RI=2. Select one of the following alternatives in RAN1#96: 
· 
Alt1. Basis subset selection () for the 1st is the same as that for the 2nd layer 
· 
Alt2. Basis subset selection () for the 1st can be different from 2nd layer

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.
[Please also explain some details of how the simulation is performed, and how is the simulation assumption.]
The simulation results of basis subset selection for different layers are given in Fig. 1. In this simulation, we assume all the beams use the same basis, i.e., Alt1A in subsection 2.1.1is adopted. The M =2,3 and 4 basis vectors are chosen, respectively, to compress FD coefficients.   
 
Figure 1: Relative performance vs. overhead with same basis and differerent subset selection for different layers
As shown in Fig.1,  the scheme Alt 1 and scheme Alt 2 achieve almost the same performance, but  Alt 1 need less feedback overhead than Alt 2. 

Observation-1: For basis subset selection for different layers, Alt 1 can achieve almost the similar performance to Alt2 with less feedback overhead.

DFT basis oversampling factor
The FD coefficients are compressed by using DFT basis. In order to obtain more DFT basis vectors, the oversampling could be used to rotate the direction of DFT basis vectors. In this way, the system performance may be improved with more overhead. Considering performance and overhead tradeoff, the following agreement is required to evaluate. 
Agreement: 
In RAN1 NR-AH 1901, select one of the following alternatives for DFT basis oversampling factor(s) O3:
· Alt1. O3 = 4
· Alt2. O3 = 1 (critically sampled)
· Alt3. O3 is fixed for and depends on a given length of the DFT vector (N3) and/or bandwidth part, exact dependence is FFS

Assume Rel.15 3-bit amplitude and Rel.15 8PSK co-phasing for  quantization for evaluation purposes.

The evaluated simulation results of this agreement are given in Fig. 2, in which we assume that common basis for all the beams is adopted.

Figure 2: Relative performance vs. overhead with differerent alterative schemes, rank=1

As shown in Fig.2, the performance of Alt1 and Alt 2 is similar when M=3 or 4. However, Alt 1 needs more overhead. When M=2, there are  about 2% additional gains. But the overhead is increased by about 3%. It is not necessary to adopt oversampling factor for DFT basis considering performance and overhead tradeoff.

Observation-2: For DFT basis oversampling factors selection, the performance of Alt1 and Alt 2 is similar when M=3 or 4, but Alt 1 needs more feedback overhead.
Coefficients quantization
As shown in the following, there are total five quantization candidates agreed in the last meeting:
Agreement: 

For each layer, the following alternatives for quantizing each of the coefficients in  are to be studied for down selection in RAN1#96: 
· Alt1A. Rel.15 3-bit amplitude; Rel.15 QPSK and 8PSK co-phasing 
· Alt1B. Rel.15 3-bit amplitude; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing 
· Alt2A. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 
· Alt2B. Rel.15 3-bit wideband amplitude for each beam, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK, Rel.15 8PSK, and new 16PSK co-phasing
· Alt2C. Rel.15 3-bit wideband amplitude + Rel.15 QPSK and 8PSK wideband co-phasing for each beam, 2/3-bit differential amplitude and co-phasing for FD coefficients;
· Alt3. A-bit amplitude for each of 2L beams, B-bit amplitude for each of M FD components, 1-bit differential amplitude and 8PSK co-phasing for each of the 2LM FD coefficients
· Alt4. For each beam, 
· B0-bit amplitude and C0-bit phase for coefficients for the P0 strongest coefficients, 
· B1-bit amplitude and C1-bit phase for coefficients for the P1 2nd strongest coefficients, …
· …
· BQ-1-bit amplitude and CQ-1-bit phase for coefficients for the PQ-1 Qth strongest coefficients
· Alternatively, amplitude/phase can be replaced with real/imaginary
· Alt5. Special case of Alt4: Q=2, B0=C0=3; B1=C1=2 on amplitude/phase

In this section, we mainly evaluate the quantization performance of Alt1 and Alt2. 
Alt1A and Alt1B
Alt1 is more straightforward, where amplitude coefficients are quantized uniformly and non-uniform co-phasing (phase coefficients) is used to save CSI payload. The following two quantization schemes could be adopted:
Scheme-1: For each quantized amplitude value, predefine its corresponding bitwidth of co-phasing, where larger quantized amplitude value corresponds co-phasing with larger bitwidth.  
Scheme-2: The bitwidth of co-phasing depends on its corresponding relative quantization amplitude. Namely, the quantized amplitude coefficients are sorted, and those co-phasing correspond to the largest N quantized amplitude coefficients have the largest bitwidth.
For Scheme-1, the bitwidth of co-phasing depends on its corresponding absolute quantization amplitude. For example, assume the quantization points are . We could predefine 3bits co-phasing for quantized amplitude value ‘1’ and 2bits co-phasing for quantized amplitude value ‘’ and ‘’. Then if the quantized amplitude is , 2 bits will be used for its associated co-phasing. Therefore, the payload of the compression coefficients becomes variable, which is determined by the reported quantized amplitude coefficients. In this way, for CSI reporting, the amplitude coefficients and the corresponding co-phasing have to be reported in different CSI parts. For Scheme-2, given the value of N, the payload of the compression coefficients is fixed. For example, assume N equals half of the number of the reported coefficients. Then half of the co-phasing coefficients are quantized with 3 bits and the other half of the co-phasing coefficients are quantized with 2 bits. So both the amplitude coefficients and the co-phasing could be reported in the same CSI part. In the following, we give the simulation results for Scheme-1. In our opinion, either Scheme-1 or Scheme-2 could be considered for co-phasing quantization of Alt1A/Alt1B.

Proposal-1: Adopt one of the following quantization schemes for either Alt1A and Alt1B:
· For each quantized amplitude value, predefine its corresponding bitwidth of co-phasing.
· The quantized amplitude coefficients are sorted, and those co-phasing correspond to the largest N quantized amplitude coefficients have the largest bitwidth.
Alt2A and Alt2B
With differential quantization, both non-uniform amplitude quantization and non-uniform co-phasing quantization are adopted by Alt-2. Compared with Alt-1, lower CSI payload may be expected for Alt-2. The compression coefficients of Alt-2 could be represented as follows:

where denotes the WB amplitude of beam i, and denotes its corresponding differential amplitude. The following two schemes could be considered for WB amplitude calculation:
Scheme-1: WB amplitude of beam i is obtained by the wideband channel characteristics.
Scheme-2: WB amplitude of beam i is the largest value of the amplitude coefficients of beam i, i.e. .
The linear combination coefficients is obtained by utilizing the eigen vector(s) of channel correlation matrix of each subband, where these subband eigen vector(s) are projected on the 2L beams and the resulted coefficients are compressed with the frequency domain basis vectors. For Scheme-1, besides these subband eigen vector(s), an additional WB eigen vector(s) calculation is required, where  is the projection of the eigen vector of wideband channel correlation matrix on the ith beam of W1. But the WB amplitude characteristics of each beam could be more accurately described. On the other hand, for Scheme-2, the wideband amplitude coefficients  could be directly obtained based on , which keeps the value range of the differential amplitude coefficients being between 0 and 1. Scheme-2 is adopted in our following simulations.

According to Alt2A and Alt2B of the above quantization agreement, non-uniform quantization is applied to differential amplitude and co-phasing. As the values of WB amplitude indicate the beam strength, we propose to differentiate the bitwidth of the coefficients according to their corresponding WB amplitude values. Namely, those coefficients corresponding to the largest N WB amplitude have larger bitwidth, while the remaining coefficients have smaller bitwidth. For instance, if N=2 and the first two largest WB amplitude values are   and  , their corresponding differential amplitude coefficients  and  are quantized using 3bits. The remaining differential amplitude coefficients are quantized using 2bits. Similarly, co-phasing and  are quantized with 8PSK and the remaining co-phasing coefficients are quantized with QPSK.
Proposal-2: For Alt2A and Alt2B, the bitwidth of the differential amplitude coefficients and co-phasing is differentiated according to their corresponding WB amplitude values.

In addition to the quantization candidates used for down-selection, we propose another differential quantization candidate, which is expected to be more feasible than Alt2A or Alt2B. .It is well known that differential quantization is more effective for a set of variables with small dynamic range. From the time domain point of view, for the Nth basis vector of the DFT-based compression codebook, its corresponding coefficients could be regarded as the Nth channel tap of each of the 2L beams. As all the selected combination beams are pointed to the UE, given a certain delay tap, small difference among all the 2L delay values would be expected. Therefore, we prefer to apply amplitude differential quantization to the frequency domain basis vectors instead of to the beams. As shown in the equation, denotes the WB amplitude of basis vector i, and  denotes its corresponding differential amplitude.



Proposal-3: The following quantization scheme should be considered instead of Alt2A and Alt2B:
Rel.15 3-bit wideband amplitude for each of M FD components, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing 

Based on above discussions, the corresponding simulation results are given in the following. The amplitude coefficients are quantized with 3-bit. In order to investigate the performance affection by using fixed the number of bit for quantizing all co-phasing coefficients, 2-bit, 3-bit and 4-bit are adopted to quantize them. The simulation results are given in Table 1. 
Table 1: The performance vs. overhead for different number of bits for quantizing phase coefficients, rank=1 
	Schemes
	Compression
levels
	5% UPT
(Mbps)
	5% UPT gain loss
	Average UPT
(Mbps)
	Average UPT 
gain loss
	The total payload (bit)
	RU

	3-bit phase quantization
	M=2
	8.85
	0%
	19.88
	0%
	118
	53%

	
	M=3
	9.24
	0%
	20.48
	0%
	168
	50%

	
	M=4
	9.71
	0%
	21.21
	0%
	217
	48%

	2-bit phase quantization
	M=2
	8.10
	-8%
	18.15
	-9%
	102
	57%

	
	M=3
	8.36
	-9%
	18.59
	-9%
	144
	55%

	
	M=4
	8.59
	-12%
	18.90
	-11%
	185
	54%

	4-bit phase quantization
	M=2
	9.15
	3%
	20.69
	4%
	134
	51%

	
	M=3
	9.54
	3%
	21.29
	4%
	192
	49%

	
	M=4
	9.87
	2%
	21.68
	2%
	249
	48%



As shown in Table 1, 4-bit phase quantization can achieve best performance than others with the most overhead. While 2-bit phase quantization needs the least overhead at the cost of  more performance degradation. Therefore, considering performance and overhead tradeoff, the number of bits for quantizing phase coefficients is variable according to quantized amplitudes coefficients. The Alt2 proposed in subsection 2.3.1is evaluated. According to discussion in subsection 2.3.1, it is important to choose some suitable thresholds to decided that which phase coefficients are quantized by using 2-bit, which phase coefficients are quantized by using 3-bit or 4-bit. In Fig. 3~Fig. 5, we give the statistics of amplitude coefficients quantization for different M. 
[image: ]
Figure 3: The CDF of amplitude coefficients quantization for  M=2
[image: ]
Figure 4: The CDF of amplitude coefficients quantization for  M=3

[image: ]
Figure 5:  The CDF of amplitude coefficients quantization for M=4




As shown in these figures, when 2-bit and 3-bit are used to quantize phase coefficients, the threshold can be set to , since there are about 50% amplitude coefficients which are larger than . Compared to fixed 3-bit quantizing phase, this can reduce about 17%  overhead when M=4. When 2-bit, 3-bit and 4-bit are used to quantize phase coefficients, threshold can be set to  and  .  Compared to fixed 3-bit quantizing phase, this can reduce about 11%  overhead when M=4. Two examples are given for comparison and the corresponding simulation results are given in Table 2.


Example 1:  Let denote one quantized amplitude coefficients.   If ,  3-bit are used to quantize them.


Example 2:  If ,  4-bit are used to quantize phase coefficients. If , 3-bit are used to quantize phase coefficients. Otherwise 2-bit are used to quantize them.
Table 2: The performance vs. overhead for different number of bits for quantizing phase coefficients, rank=1 
	Schemes
	Compression
levels
	5% UPT
(Mbps)
	5% UPT gain loss
	Average UPT
(Mbps)
	Average UPT 
gain loss
	The Phase coefficients quantization payload (bit)
	RU

	Fixed 3-bit phase quantization
	M=2
	8.88
	0%
	19.88
	0%
	48
	53%

	
	M=3
	9.24
	0%
	20.48
	0%
	72
	50%

	
	M=4
	9.71
	0%
	21.21
	0%
	96
	48%

	Example 1
	M=2
	8.80
	-1%
	19.69
	-1%
	40
	53%

	
	M=3
	9.13
	-1%
	20.26
	-1%
	60
	51%

	
	M=4
	9.46
	-3%
	20.62
	-3%
	80
	49%

	Example 2
	M=2
	9.03
	2%
	20.30
	2%
	44
	52%

	
	M=3
	9.35
	1%
	20.88
	2%
	66
	50%

	
	M=4
	9.69
	0%
	21.22
	0%
	87
	48%



In Table 2, when M=2 or M=3, compared to fixed 3-bit quantization phase,  the performance of  Example 1  is almost same to fixed 3-bit quantization phase, while Example 2 can achieve about 2% performance gain. When M=2, Example 1 achieves the same performance with fixed 3-bit phase quantization, but Example 1 can reduce about 17% overhead. Considering the performance and overhead tradeoff, it is necessary to analyze the amplitude coefficients to choose the suitable thresholds for quantizing phase coefficients. 

Observation-3: Considering performance and overhead tradeoff, it is necessary to analyze the amplitude coefficients to choose the suitable thresholds for quantizing phase coefficients. 
 According to discussion in subsection 2.3.2, the different schemes for wideband amplitude differential are evaluated in Table 3 and Table 4 with different number of bits for quantizing differential amplitude. In both tables, Row max denotes that the wideband amplitude is the maximum value of FD component for each beam, which corresponds the scheme-2 in subsection 2.3.2.  Column max denotes that the wideband amplitude is the maximum value of in all the beams for M FD components, which corresponds to proposed scheme in subsection 2.3.2. We assume all the beams adopt the common basis to compress FD coefficients. After sorting the quantization amplitude coefficients, we divided them into two groups. The phase coefficients corresponding to larger amplitudes are quantized by using 3-bit. The others are quantized by using 2-bit.  
 Table 3: The performance vs. overhead for wideband amplitude differential with 2-bit differential amplitude, rank=1 
	Schemes
	Compression
levels
	5% UPT
(Mbps)
	5% UPT gain loss
	Average UPT
(Mbps)
	Average UPT 
gain loss
	The compression coefficients  payload (bit)
	RU

	Fixed 3-bit phase quantization
	M=2
	9.64
	0%
	21.66
	0%
	96
	48%

	
	M=3
	10.08
	0%
	22.14
	0%
	144
	47%

	
	M=4
	10.20
	0%
	22.21
	0%
	192
	46%

	Row max
	M=2
	9.43
	-2.19%
	21.24
	-1.99%
	96
	50%

	
	M=3
	9.73
	-3.40%
	21.66
	-2.16%
	132
	48%

	
	M=4
	9.98
	-2.20%
	21.86
	-1.66%
	168
	47%

	Column max
	M=2
	9.13
	-5.31%
	20.67
	-4.61%
	78
	51%

	
	M=3
	9.64
	-4.34%
	21.25
	-4.00%
	117
	48%

	
	M=4
	9.88
	-3.21%
	21.40
	-3.75%
	156
	48%



Table 4: The performance vs. overhead for wideband amplitude differential with 3-bit differential amplitude, 
Rank=1
	Schemes
	Compression
levels
	5% UPT
(Mbps)
	5% UPT gain loss
	Average UPT
(Mbps)
	Average UPT 
gain loss
	The compression coefficients  payload (bit)
	RU

	Fixed 3-bit phase quantization
	M=2
	9.64
	0%
	21.66
	0%
	96
	48%

	
	M=3
	10.08
	0%
	22.14
	0%
	144
	47%

	
	M=4
	10.20
	0%
	22.21
	0%
	192
	46%

	Row max
	M=2
	9.43
	-2.22%
	21.38
	-1.31%
	112
	49%

	
	M=3
	9.88
	-1.95%
	21.91
	-1.04%
	156
	48%

	
	M=4
	10.21
	0.09%
	22.24
	0.04%
	200
	46%

	Column max
	M=2
	9.59
	-0.53%
	21.57
	-0.44%
	94
	49%

	
	M=3
	10.02
	-0.58%
	22.08
	-0.24%
	141
	47%

	
	M=4
	10.28
	0.75%
	22.36
	0.60%
	188
	46%


As shown in Table3, compared to the fixed 3-bit phase quantization, the degradation performance for Row max is about 2% when M=4, while the overhead is reduced to 12.5% .  Column max may reduce overhead largely, but its performance is also degraded largely. 
In Table 4, it can be seen that the performance of Row max  and  Column max is similar to Fixed 3-bit phase quantization. However, Row max needs the most feedback overhead for different M . The least overhead is required for Column max. Note that the phase coefficients are quantized by QPSK and 8PSK. According to the simulation results of Table4, the performance for Row max and Column max may be better with less overhead, when QPSK , 8PSK and 16PSK are used to quantize phase coefficients.

Observation-4: When 2-bit is adopted to quantize differential amplitude, Row max can reduce 12.5% overhead with a little performance degradation.  When 3-bit is adopted to quantize differential amplitude, Column max can achieve better performance with the least overhead.

CBSR and UCI design
According to the following agreement, CBSR and UCI design will be discussed. In this section, our views on these two issues are provided, respectively.
Agreement
For RAN1 NR-AH 1901:
· Identify the remaining details required to finalize Type II rank 1-2 compression, e.g. range of values and configuration for each DFT-based compression parameter, CBSR utilization, detailed UCI design (such as reporting of coefficients associated with strongest beam/polarization)
· Companies are encouraged to evaluate the options A, B, C, D, and E (“other schemes”) summarized in Table 3 of R1-1813002 for potential support for Type II rank 1-2 overhead reduction 
CBSR
According to the above agreement, CBSR is supported for the DFT-based compression Type II codebook. In NR Rel-15, RI restriction and beam restriction are supported for Type II CSI. The aim of beam restriction is to control the combined beam direction to avoid interference with other cells. For Rel-15 Type II CSI, the beam direction of Type II CSI is determined by the linear combination of multiple DFT beams, which is related to DFT vectors and the corresponding amplitude coefficients. The total  DFT beams are divided into  beam groups, where each group comprises  beams. Then through restricting the maximum WB amplitude associated with each DFT beam in the selected beam groups, the beam direction could be controlled.
Following the same principle, both RI restriction and beam restriction should be supported for the DFT-based compression scheme. The beam direction becomes more complex, which is related to the spatial domain DFT vectors, compression coefficients and the frequency domain basis vectors. There are two possible candidates to control the beam direction:
Alt-1: CBSR is applied to the spatial domain basis vectors and their corresponding compression amplitude coefficient set.
Alt-2: In addition to the spatial domain basis vectors and their corresponding compression amplitude coefficient set, CBSR is also applied to the frequency domain basis vectors and their corresponding compression amplitude coefficient set. 
Alt-2 extends CBSR to the frequency domain, considering the contribution of basis vectors to the beam direction. The DFT vectors restriction or the basis vectors restriction could reuse the grouping scheme adopted in Rel-15, where several adjacent vectors comprise one group. The compression amplitude coefficient set restriction could be achieved by restricting the maximum value of the amplitude coefficient within the set or the maximum value of the sum of the amplitude coefficients within the set. Take the following codebook structure into account,


where  and  denote the amplitude compression coefficient and the phase compression coefficient of beam   and basis vector . For each beam, the weighting factor corresponds to the linear combination of  compression coefficients and basis vectors instead of a single combining coefficient as in Rel-15. 
For Alt-1, if restriction selects only, the amplitude compression coefficients set  for one polarization and the amplitude compression coefficients set   for another polarization would be restricted. Assume the CBSR rule is the maximum value of the amplitude compression coefficients, we’ll have




where represents certain quantized value of the amplitude coefficient. 
For Alt-2, if is also restricted besides the CBSR of Alt-1, the amplitude compression coefficients set  would be restricted, we’ll additionally have


where  represents certain quantized value of the amplitude coefficient.
From the time domain perspective, the frequency domain basis vectors correspond to the time domain taps of the fading channel. Thus, for Alt-2, certain delay taps may be restricted. However, the relationship between the delay taps and the beam direction is not quite clear. On the other hand, Alt-1 seems easier to control the beam direction. 
Proposal-4: Adopt one of the following alternatives for CBSR and the maximum value of the amplitude compression coefficients within the amplitude compression coefficients set are restricted.
Alt-1: CBSR is applied to the spatial domain basis vectors and their corresponding compression amplitude coefficient set.
Alt-2: In addition to the spatial domain basis vectors and their corresponding compression amplitude coefficient set, CBSR is also applied to the frequency domain basis vectors and their corresponding compression amplitude coefficient set. 
UCI design
Although the detailed UCI could only be determined after the structure of the DFT-based compression codebook has been finalized, some initial UCI design could be discussed based on the above basis selection candidates. Compared with Rel-15, additional basis vector indication and the indication of the locations of zero coefficients need to be reported. In Rel-15, due to the large difference of the codebook overhead between rank=1 and rank=2, CSI is partitioned into two parts to facilitate CSI decoding, where the payload of CSI part 1 is fixed and that of part 2 is determined by the information of part 2. Although the overhead has been reduced for the DFT-based compression codebook, such difference is still remarkable, i.e. the quantization bits of about  coefficients. Therefore, the new UCI reporting of Rel-16 should obey the same rules.
If basis subset selection is different for different layers, the payload of basis vector indication depends on RI. For the common basis selection schemes (i.e. Alt1A or Alt1B in section 2.1.1 ), it is reasonable to report both absolute basis vector indication for layer 1 and absolute basis vector indication for layer 2 in part 2 CSI.
[bookmark: _GoBack]For the independent basis selection scheme, the basis vectors used for each beam per layer should be indicated, which results in larger CSI payload. The intuitive scheme is to adopt one or two size- bitmaps for rank=1 and rank=2 which are reported in CSI part 2. The bit values indicate the basis vectors for each beam. A more effective way is to report the number of basis vectors in part 1, and the detailed basis vectors are reported in CSI part 2. Correspondingly, there are two possible alternatives (shown in figure 6):
Alt-1: The number of basis vectors, and , used for each layer are reported in part 1 CSI. The   basis vectors indication and  basis vectors indication are reported in CSI part 2. In addition, two bitmaps with size  and are reported in CSI part 2.
Alt-2: The number of common basis vectors,,  is reported in part 1 CSI. The b basis vectors indication is reported in CSI part 2. In addition, two size- bitmaps are reported in CSI part 2. 



(a) Alt-1



(b) Alt-2
Figure 6: Basis vector indication for the independent basis selection scheme
Since the size of the bitmap of Alt-1 is usually smaller than that of Alt-2 (unless ), we prefer to adopt Alt-1 as UCI reporting for the independent basis selection scheme.

Proposal-5: For the independent basis selection scheme, the number of basis vectors, and , used for each layer are reported in part 1 CSI. The   basis vectors indication and  basis vectors indication are reported in CSI part 2. In addition, two bitmaps with size  and are reported in CSI part 2.

According to candidate Alt1B of the basis selection for one layer, only a size- subset of coefficients are reported (not reported coefficients are treated as zero). This means the locations of  coefficients need to be reported in the CSI. The zeros coefficients usually correspond to the weaker beams and/or weaker basis vectors. With such distribution in mind, we prefer to constrain zero coefficients being located within certain weaker frequency domain basis vectors and/or certain weaker beams. Such basis/beams indication could be regarded as the coarse zero coefficients indication, which is implemented by indicating  weaker beams and/or  weaker basis vectors where zeros coefficients are potentially located. Further, to indicate the detailed locations of zero coefficients, fine indication has to be employed. For the fine zero coefficients indication, one way is to predefine the intersection or union of the coefficients corresponding to the  beams and  basis vectors as zero coefficients. More flexibly, another way is to introduce a size- bitmap, which indicates the accurate zero coefficients locations. Taking Figure 7 as an example, assume zeros coefficients are distributed in the area within the red blocks. Then coarse zero coefficients indication includes the index of beam 1 and indices of frequency domain basis vectors 1 and . Further as fine indication, a size- bitmap is used to indicate the detailed locations of zero coefficients. In this way, we propose a coarse indication and fine indication combination scheme. With respect to CSI reporting, coarse zero coefficients indication is reported in CSI part 1. The number of zero coefficients should also be reported in CSI part 1. In addition, fine zero coefficients indication is reported in CSI part 2. 




Figure 7: Locations of zero coefficients

Proposal-6: 
· The indication of the locations of zero coefficients adopts the combination of coarse and fine indication scheme. Coarse indication indicates L1 weaker beams and/or M1 weaker basis vectors where zeros coefficients are located. Fine indication indicates the accurate zeros coefficients locations with a size-L1×M1 bitmap.
· For CSI reporting, coarse zero coefficients indication and the number of zero coefficients are reported in CSI part 1. Fine zero coefficients indication is reported in CSI part 2.

Conclusions
In this contribution we discussed the DFT-based compression codebook design for Type II CSI feedback in NR. Based on the analysis and simulation results, our observations and proposals are summarized below.
Observations:
Observation-1: For basis subset selection for different layers, Alt 1 can achieve almost the similar performance to Alt2 with less feedback overhead.
Observation-2: For DFT basis oversampling factors selection, the performance of Alt1 and Alt 2 is similar when M=3 or 4, but Alt 1 needs more feedback overhead.
Observation-3: Considering performance and overhead tradeoff, it is necessary to analyze the amplitude coefficients to choose the suitable thresholds for quantizing phase coefficients. 
Observation-4: When 2-bit is adopted to quantize differential amplitude, Row max can reduce 12.5% overhead with a little performance degradation.  When 3-bit is adopted to quantize differential amplitude, Column max can achieve better performance with the least overhead.

Proposals: 
Proposal-1: Adopt one of the following quantization schemes for either Alt1A and Alt1B:
· For each quantized amplitude value, predefine its corresponding bitwidth of co-phasing.
· The quantized amplitude coefficients are sorted, and those co-phasing correspond to the largest N quantized amplitude coefficients have the largest bitwidth.
Proposal-2: For Alt2A and Alt2B, the bitwidth of the differential amplitude coefficients and co-phasing is differentiated according to their corresponding WB amplitude values.
Proposal-3: The following quantization scheme should be considered instead of Alt2A and Alt2B:
Rel.15 3-bit wideband amplitude for each of M FD components, 2/3-bit differential amplitude for FD coefficients; Rel.15 QPSK and 8PSK co-phasing. 
Proposal-4:Adopt one of the following alternatives for CBSR and the maximum value of the amplitude compression coefficients within the amplitude compression coefficients set are restricted.
Alt-1: CBSR is applied to the spatial domain basis vectors and their corresponding compression amplitude coefficient set.
Alt-2: In addition to the spatial domain basis vectors and their corresponding compression amplitude coefficient set, CBSR is also applied to the frequency domain basis vectors and their corresponding compression amplitude coefficient set. 
Proposal-5: For the independent basis selection scheme, the number of basis vectors, and , used for each layer are reported in part 1 CSI. The   basis vectors indication and  basis vectors indication are reported in CSI part 2. In addition, two bitmaps with size  and are reported in CSI part 2.
Proposal-6: 
· The indication of the locations of zero coefficients adopts the combination of coarse and fine indication scheme. Coarse indication indicates L1 weaker beams and/or M1 weaker basis vectors where zeros coefficients are located. Fine indication indicates the accurate zeros coefficients locations with a size-L1×M1 bitmap.
· For CSI reporting, coarse zero coefficients indication and the number of zero coefficients are reported in CSI part 1. Fine zero coefficients indication is reported in CSI part 2.
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Appendix
Table A1: Evaluation assumptions
	Parameters
	Values

	Duplex mode 
	FDD

	Scenario
	Dense Urban (Macro)

	Carrier frequency 
	4GHz

	Channel model
	According to the TR 38.901

	BS Tx power 
	41dBm

	BS antenna configuration
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	BS antenna height 
	25m

	UE antenna configurations 
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	UE receiver noise figure
	9 dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Number of RBs
	52 RBs for 15 kHz SCS

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	UE distribution
	80% Indoor, 3km/h, 20% Outdoor, 30km/h

	UE receiver type
	MMSE and IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	MIMO mode
	MU-MIMO with rank adaptation

	CSI feedback period 
	5ms

	Feedback delay
	4ms



Relative cell edge UPT
Alt1	M=2	M=3	M=4	1	1	1	Alt2	M=2	M=3	M=4	0.99821779551618939	0.99038394613232716	0.99932709786116347	Relative cell average UPT
Alt1	M=2	M=3	M=4	1	1	1	Alt2	M=2	M=3	M=4	1.000489292323649	0.99327432239514124	0.99475261055567565	Overhead (bits)
Alt1	M=2	M=3	M=4	214	312	409	Alt2	M=2	M=3	M=4	221	321	419	Relative cell edge UPT
Alt1	M=2	M=3	M=4	1.0172571743991721	1.0131768149043014	0.99288637583297945	Alt2	M=2	M=3	M=4	1	1	1	Relative cell average UPT
Alt1	M=2	M=3	M=4	1.015670435529354	1.0077590235745317	0.99244233710679086	Alt2	M=2	M=3	M=4	1	1	1	Overhead (bits)
Alt1	M=2	M=3	M=4	122	174	226	Alt2	M=2	M=3	M=4	118	168	217	oleObject2.bin
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