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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In TR 38.874, the following conclusion was made on RACH enhancement for IAB:
	The following physical layer features and solutions are recommended to be specified as part of a Rel.16 IAB WI from a RAN1 perspective:
<omit>
-  Enhancements to support configuration of backhaul RACH resources with different occasion and longer RACH periodicities, compared to access RACH resources without impacting Rel-15 UEs.


In [1], the following objective on RACH design for IAB was included:
	· Specification of extension of RACH occasions and periodicities for backhaul RACH resources. w.r.t. access RACH resources, and associated network coordination mechanisms for selection of such parameters (in order to orthogonalize access and BH due to the half-duplex constraints) 


In this contribution, we discuss the issues related to RACH design for IAB. We analyze each issue in detail and provide some potential solutions. 
[bookmark: _Ref129681832]Discussion
During the SI phase, the RACH for IAB node was studied and following two issues were identified: 
1. The RACH resources for access and backhaul need to be orthogonal due to the half-duplex constraint.
The IAB node DU has to receive the preamble (MSG1) sent by the access UEs on the configured RACH occasions. On these RACH occasions, the IAB node MT cannot send preamble to its parent node on backhaul link due to half-duplex constraint. There are in total 256 PRACH configurations in Rel-15. Each PRACH configuration corresponds to a PRACH resource periodicity and preamble format. Considering that the UL slots are located at ending part of each TDD configuration period, the PRACH occasions are usually on some specific slots within a system frame. As a result, IAB donor cannot configure two PRACH configuration indices with overlapped RO slots in two adjacent links.
2. The periodicities of RACH resources for backhaul may need to be extended
During the SI phase, it was agreed that an dedicated PRACH resource may be needed for the IAB node. The RACH resources for IAB nodes can be different from the RACH resources for access UEs. In [2], it was mentioned that IAB RACH periodicity can be larger than access UE’s periodicity as latency of initial access of an IAB node may not be so critical.
To address the issues identified above, the following solutions in principal were captured in TR:
1. The network is allowed to configure offset(s) for PRACH occasions for the MT of IAB node(s), in order to TDM backhaul RACH resources across adjacent hops.
2. IAB supports the ability of network flexibility to configure backhaul RACH resources with different occasions, longer RACH periodicities without impacting legacy UEs.
RACH resource configuration for backhaul
Due to half-duplex constraint, the IAB node cannot transmit PRACH to its parent node and receive PRACH from its child nodes or access UEs simultaneously. Therefore, the PRACH resources among adjacent hops need to be orthogonalized in time domain.
One option is to choose PRACH configurations for adjacent hops from the existing PRACH configuration table. In the current PRACH configuration table, some PRACH configurations are orthogonal at slot level except for only a few slots. An example is given in Table 1. It can be observed that RACH resources are orthogonal (except for slot 10 and 39) if the following PRACH configurations are used for adjacent hops. These two configurations have the same periodicity, i.e. 10ms, but most ROs are located in different slots.
Table 1. An example of PRACH configurations which are orthogonal at slot level
	PRACH
Config. 
Index
	Preamble format
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	Slot number
	Starting symbol
	Number of PRACH slots within a 60 kHz slot
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number of time-domain PRACH occasions within a PRACH slot
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PRACH duration

	
	
	x
	y
	
	
	
	
	

	55
	A2
	1
	0
	3,7,11,15,19,23,27,31,35,39
	5
	1
	2
	4

	52
	A2
	1
	0
	4,9,14,19,24,29,34,39
	5
	1
	2
	4


However, this solution may not always be feasible in practice. During the discussion on PRACH design in Rel-15, location of RACH slots were considered to match the TDD configuration period. Due to the characteristics of TDD configuration, RACH occasion will not exist on first several slots according to current specification (as they may be used for DL). Typically, for 1ms TDD configuration period, ROs are expected to be mapping on slots {3, 7, 11, 15, 19, 23, 27, 31, 35, 39} and for 1.25ms TDD configuration period, slots {4, 9, 14, 19, 24, 29, 34, 39} are considered to be RACH slots. To reduce the inter cell interference, usually one cell and its neighbors will be configured with the same TDD configuration period. For example, if a parent IAB node chooses 1ms TDD configuration period and its child IAB node chooses 1.25ms TDD configuration period, interference may exist on the last slot of the TDD configuration period of parent IAB node, since this slot may be used for receiving UL data by parent node while child node may transmitting DL data. So the PRACH configuration index cannot be configured arbitrarily for IAB nodes due to the consideration on interference and TDD configuration period. As a consequence, it is not always feasible to configure one node with RO on slots “3, 7, 11 …” and another adjacent node with RO on slots “4, 9, 14 ….”. Figure 1 shows an example of adjacent hops with different TDD configuration periods which may have interference issue.

Figure 1. An example of TDD configuration of adjacent nodes
Observation 1：It is not always feasible to find orthogonal PRACH configurations from the existing PRACH configuration table given TDD configuration constraint among adjacent hops.
To address the above issue, the gNB can additionally configure offset(s) for PRACH occasions for the IAB node MTs in order to TDM backhaul RACH resources across adjacent hops as proposed in [3]. For instance, one solutions is to explicitly configure different parameters of PRACH configuration (e.g. “x, y” values for SFN number). The orthogonality can be achieved by configuring “x, y” to shift the PRACH resources on system frame.
However the issue of this solution is that it is not a unified design which can be applied to every case. It can be observed that in the PRACH configuration table, there are many configurations with x=1, y=0. This means the PRACH occasions occur on every system frame. As an example, for preamble format A1, the configuration indexes from 12 to 28 are all “x=1, y=0” configurations. If the access UEs served by the IAB DU are configured with such PRACH configuration, the DU has to monitor RACH preamble on specific slots of every system frame. In this case, no matter what PRACH configuration index and x/y the IAB MT is configured for backhaul RACH, as long as the PRACH occasion is overlapped on slots, the orthogonality cannot be guaranteed. 
Table 2. An example of PRACH configuration
	PRACH
Config. 
Index
	Preamble format
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	Slot number
	Starting symbol
	Number of PRACH slots within a 60 kHz slot
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number of time-domain PRACH occasions within a PRACH slot
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PRACH duration

	
	
	x
	y
	
	
	
	
	

	0
	A1
	16
	1
	4,9,14,19,24,29,34,39
	0
	2
	6
	2

	18
	A1
	1
	0
	4,9,14,19,24,29,34,39
	0
	1
	6
	2



Observation 2: A system frame level shift of PRACH resources cannot always guarantee the orthogonality among two adjacent hops.
Given that the PRACH resources with system frame shift cannot always ensure orthogonality, an additional offset can be considered on the slot number of PRACH configuration. Different from shifting the PRACH resource with system frame, slot level offset can be considered. Even though the access link or one of adjacent hops is configuring with PRACH resources on every system frame, by applying the slot offset, the half-duplex constraint will be maintained. 
Table 3. An example of slot offset for PRACH configuration
	PRACH
Config. 
Index
	Preamble format
	n_SFN mod x = y
	Slot number
	Starting symbol
	Number of PRACH slots within a 60 kHz slot
	# of time-domain PRACH occasions within a PRACH slot
	PRACH duration

	
	
	x
	y
	
	
	
	
	

	83
	A3
	1
	0
	4,9,14,19,24,29,34,39
	7
	1
	1
	6

	173
	C2
	16
	1
	4,9,14,19,24,29,34,39
	0
	2
	2
	6

	173 for backhaul RACH
	C2
	16
	1
	3,8,13,18,23,28,33,38
	0
	2
	2
	6


In Table 3, an example of PRACH configuration applied with slot level offset is given. It can be assumed that for access link, IAB node is not required to support a very large coverage range but a denser PRACH resource considering the number of UEs. Shorter CP length preamble format can be adopted, e.g. preamble format A3 with PRACH configuration index #83. On the backhaul link, the parent node can configure a RACH support longer access distance and probably larger periodicity, e.g. preamble format C2 with PRACH configuration index #173. In this example, an offset value equals to -1 is applied to slot numbers of PRACH configuration index #173. According to the specified PRACH configuration table, the RACH resources among two links (hops) may not be orthogonal as the example above. However, by applying slot offset equals to -1, the constraint of half-duplex will not be violated. A frame structure to support such RACH configuration is shown in Figure 2.
[bookmark: _GoBack]Figure 2. An illustration of PRACH resource with slot offset
Within a TDD UL/DL configuration period, the last one or several slots are using for UL transmission. In the specified PRACH configuration table, the RACH resources on time domain are matching to TDD configuration in principal. Introducing an offset on slots to push forward the PRACH occasion is feasible since the last two slots can be both used for UL. With the slot offset, backhaul RACH resource can be TDMed configured to the access RACH.
Proposal 1: A slot level offset to the existing PRACH configurations should be considered to orthogonalize access and backhaul PRACH resources.
To achieve the time domain shift on PRACH configuration, there are two possible options. One way is to introduce an additional new PRACH configuration table. The RACH resources for IAB nodes can be configured with IAB specific PRACH configuration index which compensated with offset values on time domain. To enumerate all possible shifted configurations from both slots and SFN aspects, the IAB specific PRACH configuration index table may be huge. Another option is to allow an offset value to be applied to existing PRACH configurations. The offset value can be adaptive to different deployment scenarios. The first option requires more specification work while the second option has better flexibility and require less specification work. 
With regard to the IAB RACH configuration signaling, for backhaul RACH resource, IAB donor can configure an index for IAB node to determine its potential ROs by RRC signaling. For RACH resources utilized by child nodes of an IAB, the donor node can configure IAB DU by F1-AP to monitoring RACH request with such configuration.   
Proposal 2: The IAB node can be configured with separate offset values e.g. SFN (i.e. x) level or slot level offset, in addition to the existing PRACH configurations.
According to [1], multi-hop IAB nodes are supported and it may also have some impact on PRACH design. Considering an IAB node MT is configured with a set of RACH resources (dedicated PRACH resources with a longer periodicity and/or different format compared to access UEs of parent node). Meanwhile, as shown in Figure 3, this IAB node DU has to monitor PRACH preambles from its underlying access UEs and potentially other child IAB nodes with dedicate RACH resources. In a multi-hop scenario, the PRACH resources configured for the IAB node MT should be TDMed with the PRACH resources configured for its access UEs and the PRACH resources configured for the child nodes. 
 
Figure 3. TDMed RACH resources in multi-hop scenario
RACH resource with longer periodicities
As to the RACH resource for IAB backhaul, a longer periodicity is considered mainly due to the following two reasons:
· Fix deployment with relative stable wireless channel: A fixed IAB node and potentially equipped with height antennas usually has a more stable channel compares to access UEs. It can be assumed that IAB node may have lower probability of beam failure or radio link failure in some deployment cases. 
· Longer RACH periodicity may reduce the resource overhead: By configuring longer periodicity PRACH resources on backhaul link, the parent node DU can reduce the preamble monitoring window for child node, and the child nodes may have more transmission opportunities for access UEs. 
There are a few cases that IAB node MT may use the backhaul RACH resources after initial access, i.e. BF, RLF or sending SR. All these procedures will experience a longer delay, if a PRACH resource with longer periodicity is configured on backhaul link. For initial access, if the child IAB is deployed in the area which can be supported by access UE’s preamble format, then the child IAB node can use as the same as access UE’s PRACH configuration. In this case, a larger PRACH period is not needed for child nodes on backhaul link. If PRACH resources with preamble format supporting larger coverage is configured for IAB, a PRACH configuration with large periodicity can be at least chosen from existing table. 
Observation 3: The necessity of introducing a longer periodicity (>160ms) for the IAB backhaul link should be studied further.
Conclusions
In this contribution, we discuss the RACH design for IAB. Based on the discussion, we have the following observations and proposals：
Observation 1：It is not always feasible to find orthogonal PRACH configurations from the existing PRACH configuration table given TDD configuration constraint among adjacent hops.
Observation 2: A system frame level shift of PRACH resources cannot always guarantee the orthogonality among two adjacent hops.
Observation 3: The necessity of introducing a longer periodicity (>160ms) for the IAB backhaul link should be studied further.
Proposal 1: A slot level offset to the existing PRACH configurations should be considered to orthogonalize access and backhaul PRACH resources.
Proposal 2: The IAB node can be configured with separate offset values e.g. SFN (i.e. x) level or slot level offset, in addition to the existing PRACH configurations.
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