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Background
The concept of grant-free was extensively discussed in Rel. 14 NR SI [1], under the agenda item of multiple access. Grant-free NOMA is shown to be beneficial at least for mMTC scenarios. In the agreement in RAN1#86,
Agreements in RAN1#86:
· NR should target to support UL “autonomous/grant-free/contention based” at least for mMTC
· At least the following options for “autonomous/grant-free/contention based” UL transmission should be studied
· Opt. 1: a UE performs random resource selection
· Opt. 2: a UE’s resource is pre-configured by eNB or pre-determined
Opt.2 is mainly applicable for data transmission in RRC-connected state to facilitate the pre-configuration for the collision handling, and in this case latency and power consumption reduction will be the main benefits which are attractive for URLLC services. However, for mMTC use case, the UL data transmission is likely to be performed under RRC-idle/inactive state, in order to save the significant signalling overhead of RACH procedures. In this case, Opt. 1 grant-free should be considered since UE would randomly select resources from a pre-defined resource pool, where the resources include time-frequency resources, MA signatures, and reference signal (RS). Resources are selected by UEs in contention-based manner. When collision occurs, gNB may miss one or more of the UEs. In Rel. 14 SI, the following agreement was made based on companies’ evaluation results. Those results are mainly based on the assumption of ideal UE detection, i.e. there is no ambiguity at the gNB side on the active number of UEs and the RS they used.
Agreement:
· Non-orthogonal MA schemes using an advanced receiver have little or no performance loss due to MA signature (except RS) collision.
Due to the time limitation in NR study, the grant-free related issues have not been fully investigated. Realistic UE detection, especially on how to handle the collision issue of RS, is expected to be further discussed in NOMA SI. And the realistic UE detection issue requires more considerations on the receiver algorithms.
Different operations of grant-free NOMA
SPS-based grant-free
SPS-based grant-free, as currently discussed in Rel. 15 WI, mainly targets for URLLC use cases operating in RRC connected state. NOMA can be applied to SPS-based grant-free to enhance the resource utilization and spectral efficiency. When multiple UEs share the same physical resources, user identification can be based on preconfigured RS resources. Since usually the traffic load of URLLC service is not expected to be heavy, orthogonal RS sequences can be configured for different UEs and meanwhile the periodicity of each UE’s resource can be small, i.e. latency is affordable. Blind detection of UE activation is needed at the gNB side.
When the traffic load or connection number is much higher such as in mMTC use cases, SPS-based grant-free is not suitable, due to the following reasons:
1) It is not possible to avoid RS collision for all UEs via pre-configuration, due to the huge number of supported UEs per cell (millions) and limited number of RS sequences.
2) To minimize the impact of RS collision, periodicity of SPS resource allocation has to be very long when the potential access number is very large, and therefore the resource utilization would be low which is not favorable to aperiodic traffic and massive connections:
· Hard to fulfill the latency requirement of many mMTC services
· Hard to perform HARQ retransmission
· Hard to support various packet size of all mMTC services
· Precise timer required, or UE has to wake up long before pre-allocated slot for receiving the DL synchronous signals, which is not energy efficient. 
3) In case of hand-over, multiple resources from neighboring cells should be well dynamically maintained. This further increases the potential number of access and the difficulty of pre-configuration.
Preamble/RS based solution
Since the collision is inevitable for high traffic load, random resource selection by UE is preferred to minimize the signaling overhead. 
To facilitate UE identification and channel estimation, one-shot transmission structure including both preamble (front-loaded RS) and data can be considered. Zadoff-Chu (ZC) sequence is a reasonable starting point for preamble which has been extensively used for PRACH, SRS, and DMRS for MU-MIMO. The numerology of the preamble can be different from the numerology of data part, in order to ensure accurate timing-offset estimation when the synchronization of mMTC UEs is very loose. 
The size of the ZC sequence pool should be large enough to distinguish multiple UEs sharing on the same resources. However, it should be noticed that the size of the pool is also constrained by the length of preamble sequence which cannot be too long in order to make the overhead acceptable. Besides, the complexity of blind multi-user detection linearly increases with the pool size. In short, bandwidth, subcarrier spacing, length of ZC sequence, CS interval, and root allocation should be jointly considered to find a practical preamble solution.
Data-only based solution
[bookmark: OLE_LINK2][bookmark: OLE_LINK1]Another way to support grant-free and blind multi-user detection (MUD) is to use data symbol itself, where full use of the available time/frequency resources is possible. Here blind MUD means that when multiple UEs select the same physical resource, it is still possible to decode the UE with the highest SINR based roughly on spreading sequence detection, channel estimation and more blind decoding efforts. UE ID can be explicitly included in the data so that UE identification can be achieved once the data is successfully decoded. The decoded data can be further utilized to refine the channel estimation. The error propagation is minimized by codeword level interference cancellation and it is then possible to also decode the UEs with lower SINRs. The pros of data-only solution are: 
1) The overhead for preamble or DMRS can be saved; 
2) High overloading can be achieved since the performance is not restricted by preamble/RS collision. In [2], we show that ~600% overloading capability @BLER = 0.01 can be achieved under the assumption of normal coverage ~[6, 20]dB and two Rx for realistic channel estimation.
Receiver details
Classic MMSE-SIC
Classic codeword-level MMSE-SIC receiver is applied for MUSA with ideal UE identification, i.e. when the resources (i.e. time-frequency resource, spreading sequence, RS sequence) are pre-configured. The receiver procedures are illustrated in Figure 1, and the detailed processing steps and algorithms can be found as follows. 

[bookmark: _GoBack] 
[bookmark: _Ref503535339]Figure 1 Receiver procedure for classic MMSE-SIC
Assuming that N non-orthogonal users share the same resource element group with the spreading factor of L, the received signal with R antenna ports can be written as
                                                                        (1)
where  of the size  is the received symbol vector,  are transmitted modulation symbols, denotes the effective channel of the  user, taking into account the transmitted power , the channel response of each receive antenna  and the L*1 spreading sequence , as . Here we assumed that fast fading is constant within the resource elements for spread signal. is the additive white Gaussian noise with the power of . For each of the ith objective user, the received signal in (1) can be rewritten as
                                                               (2)
where  represents the noise plus interference faced by the ith user’s data stream. The weight of the linear MMSE receiver is then calculated as 
,                                                                               (3)
with the covariance of 
                                                                   (4)
where  represents the Hermitian transpose and  is the identity matrix with size LR*LR. Once the channel is known or estimated, the corresponding post-SINR of the ith user based on linear MMSE can be analytically calculated as
                                                                    (5)
[bookmark: OLE_LINK6][bookmark: OLE_LINK7]We assume the i-th user has the highest post-SINR. The i-th user signal can be estimated by
                                                                                                       (6)
After channel decoding and CRC pass, the signal is reconstructed and cancelled from the received signal. Then the next user signal is detected, and so on until all users’ signals are detected or no more users can be decoded. Multiple loops of SIC can be easily applied based on the classic MMSE-SIC procedure with additional complexity, to further enhance the performance since each UE has multiple chances of decoding.
Enhancement on the classic MMSE-SIC
a) Enhanced MMSE- SIC
In the classic MMSE-SIC described above, the user with highest SINR is detected & decoded first. If the decoding is successful, the contribution of this strongest user is removed from the received signal. Then, the user signal with the highest SINR among the remaining users will be detected and decoded, and so on. 
Although BLER performance of a user highly depends on its SINR, the situation is more complicated. For frequency-selective or time-varying channel, SINRs over multiple subcarriers or over long TTIs are often averaged to obtain one SINR value and it is this value that is used for SINR sorting. In the long-term (i.e., ergodic sense), signals with higher average SINR have more chance to be decoded successfully than signals with lower average SINR. But in short-term (i.e., each realization), there is probability that UE with slightly lower average SINR can be successfully decoded whereas the UE with slightly higher average SNR cannot. Hence, average SINR of a UE over its allocated physical resources cannot fully predict at each time instance whether the UE would pass the decoding. Such deviation from ergodic performance would cause pre-mature termination of SIC when the stronger user cannot be decoded (while the weaker user may be able to). In the enhanced MMSE-SIC, the failed decoding of stronger user will not immediately terminate SIC process, e.g., detection and decoding for the weaker users can continue. The flow chart of the enhanced MMSE-SIC is shown in Figure 2. 
At the beginning, the user set “A” is initialized to include all the users, while the user set “B” is empty. The user set “CAB” contains the elements belonging to the user set “A”, but not belonging to the user set “B”. At first, “CAB” is equal to “A”, e.g., containing all the users.  Since “B” is empty at the beginning, SINRs of all the users are calculated and sorted. Then the user with highest SINR in “CAB” or “A” is demodulated and decoded. If the decoding is successful, the signal of the strongest user of all is removed from the received signal and B is set to be empty. Then the set “A” is updated, the strongest user of all is removed. “CAB” would also be updated, e.g., the strongest user of all is removed.  Since “CAB” is not empty and “B” is empty, the SINRs of all users excluding the strongest would be updated, by taking into account that the strongest user’s signal has been cancelled out. SINR sorting leads to updated ordering of SINR of users in set “CAB”. Then SIC proceeds to demodulating and decoding of the second strongest user of all (now the strongest user in set “CAB”), and so on.
If the decoding of the strongest user of all is not successful, that user is included in the set “B”. There is no update of set “A”, nor the signal of the strongest users of all to be removed. But set “CAB” is updated to include all the users except for the strongest user. Since neither “CAB” nor “B” is empty, the receiver would demodulate and decode the second strongest users of all (now the strongest user in “CAB”). 
· If the decoding is successful, the signal of the second strongest user of all is removed from the received signal and set “A” is updated to exclude the second strongest user of all. Set “B” is set to empty. Correspondingly, “CAB” is updated so that it contains all the users excluding the second strongest users of all. Since “CAB” is not empty and “B” is empty, SINR of all users excluding the second strongest of all would be updated and sorted. Note that the strongest users of all is still in set “A” and likely to be the strongest in the rest of users (excluding the second-strongest users).  So it has second chance to be demodulated and decoded. 
· If the decoding is failed, the second strongest user of all would be included in Set “B” (now both the strongest and second strongest users are in “B”). The receiver would proceed to demodulating and decoding the third strongest user of all, and so on.
In short, the set “CAB” contains the users to be detected and decoded. This set keeps shrinking as more users are successfully decoded. Set “B” contains users whose SINRs used to be higher than those of decoded users, yet have not been successfully decoded at the moment. 

 
[bookmark: _Ref503535481]Figure 2 Flow chart of enhanced MMSE-SIC receiver
The performance of enhanced MMSE-SIC is compared to that of classic MMSE-SIC in Figure 3. It is found that the performance of 16 users is almost the same as single user in middle and high SNR regions with classic MMSE-SIC receiver. When the number of users is increased to 20, the performance gaps to single user become wider. However, it is clearly seen that enhanced MMSE-SIC can improve the performance at such high loading.
[image: ]
[bookmark: _Ref503535508]Figure 3 Simulation results for MUSA, 0.25b/s/Hz per UE, TDL-C channel
b) Data-aided channel estimation refinement
Error propagation is crucial for SIC receiver, i.e. the imperfect channel estimation would lead to imperfect interference cancellation, and the residual signal of the high power UE would be strong interference to the weak power UEs.  The successfully decoded user data can be used for refining the channel estimation, as follows.
Assuming the first user has been correctly decoded, and let  be the transmitted spread symbols for user 1, the channel estimation can be refined by least squares (LS):
                                                                           (9)
where  is the received signal on the specific spread symbols. When the second user data is successfully decoded whose transmitted symbol is denoted as , the refined channel coefficients  are obtained via:
 ,                                                                  (10)
where ,  and (.)T is transpose operation. As more users’ data are successfully decoded, more data symbols can be used for the enhancement of the channel estimation.  The refined channel coefficients are used for the interference cancellation, so as to minimize the error propagation of SIC.
c) Complexity reduction
Generally, the complexity of MMSE-SIC receiver is quite low since the complexity grows linearly with the number of UEs. The main complexity comes from the matrix inverse, which could be significant in certain cases such as long spreading length, a large number of receive antennas. In that case, the complexity of matrix inverse can be reduced by exploiting the Hermitian property of covariance matrix, i.e. incremental matrix inverse techniques such as Sherman-Morrison Formula or block matrix inverse, or other dimension-reduction algorithms without loss of accuracy, such as spatial domain de-correlation followed by code domain de-correlation, or vice versa.
· Sherman-Morrison Formula is shown in equation (11), where A could be set to σ2I and x could be set to hi*hi with one user’s hi for initialization, thus matrix inverse can be avoided.

                                                (11)
· Block matrix inverse: The inverse of matrix Z can be implemented by partitioning the matrix Z into multiple sub-blocks, and then the inverse of matrix Z can be done by inversing each of sub-blocks, as shown in equation (12).



, ,                    (12)
In addition and very importantly, although in theory, codeword-level MMSE-SIC requires the calculation of covariance matrix and the corresponding matrix inverse processing per each modulation symbol. However, in most of NOMA simulation settings, the channel variation in time domain is not very fast, the covariance matrix (or the channel estimates) can be averaged across multiple symbols, and thus the number of required matrix inverse can be further minimized with marginal loss of accuracy. 
Detection of one-shot transmission including preamble and data
Compared with the classic MMSE-SIC, the receiver for one-shot preamble/RS and data transmission requires additionally realistic UE detection and identification based on the preamble/RS.
[image: ]
Figure 4 Receiver for one-shot transmission including preamble and data
Based on the pre-defined preamble sequence pool, blind detection of preamble sequences should be done as the first step. For example if ZC sequence is adopted, the parameters such as root index, cyclic shift and OCC or FDM pattern can be used as the preamble ID to differentiate UEs. Correlation peaks detection of the sequences can be performed based on sliding window correlating at a given false alarm rate. Once the preamble ID is identified, the spreading sequence of this UE can be determined, based on a pre-defined mapping rule. The number of detected UEs, channel estimation based on each user’s preamble sequence, sequence ID will be input in the following data processing where the classic MMSE-SIC procedure is carried out.
Realistic issues should be considered regarding the grant-free transmission:
1) False alarm. Since the actual sequences selected by the UEs are not known by gNB, the detected number of UEs based on preamble might be larger than the actual transmitted UEs. In this case, gNB will attempt to decode the false alarmed UEs in the MMSE-SIC procedure, which introduces additional complexity. However, since the channel estimates and the SINR of the false alarmed UEs are usually quite low, the impact on the covariance matrix and the equalization of the actual transmitted UEs can be neglected, and therefore the performance will not be affect.  
2) Miss detection. 
· Miss detection due to low SNR. In this case, the detected number of UEs based on preamble may be smaller than the actual transmitted UEs. Then the missed UEs will not be treated for data decoding. The impact on the decoding of other UEs is negligible since the SINR of the missed UEs are usually quite low.
· Miss detection due to collision. If two or more UEs select the same preamble sequence, there will be at most one preamble ID detected, which means that only one UE are possible to be detected. Furthermore, the corresponding channel estimation will be the combination of multiple UEs, which leads to significantly performance degradation due to the non-resolvable interferences.
Based on the above analysis, preamble collision has the most significant impact on the performance of grant-free transmission. Preamble SIC can be considered to alleviate the collision issue. When collision happens (gNB can always assume a detected preamble is shared by multiple UEs although gNB does not know whether it happens) and if one of the conflicting UEs can be successfully decoded, the channel estimation can be refined as shown in 3.2(b), and then the contribution of this UE can be reconstructed and subtracted from the received preamble signal, gNB will try to decode the hidden UEs using the same preamble sequences from the residual signal and the updated channel estimation.
Blind MMSE-SIC detection
[image: ]
[bookmark: _Ref503535605]Figure 5 Receiver procedure of data-only MUSA
The receiver procedure of data-only solution is shown in Figure 5. Since there is no reference signal for data detection, blind channel estimation/equalization and decoding is performed. The detailed blind detection algorithms are different from the classic MMSE-SIC and listed as below:
a) 

Assuming each UE has K data symbols among which the fast fading is assumed constant. The received signal for each symbol can be expressed as , where hi represents the channel response of the i-th UE including the effect of pathloss, shadowing and fast fading, si is the spreading code randomly selected by the i-th UE,is the modulation symbol of the i-th UE, N is the total number of UEs, and n is the AWGN noise. 
b) 
Put the received signal into an  matrix (where L is the spreading length) and then calculate the covariance matrix . 
c) 

Loop through all the spreading sequences in the pool to perform joint blind channel equalization and de-spreading, . Take  as an example, the candidate signal stream after equalization can be written as

                           (13)


where , zi and zi’ are the interferences to the i-th user before and after de-spreading respectively.  can be considered as linear processing (e.g., scaling and phase rotation) of the original constellations (e.g., clouds of scattered spots).
d) If the spreading sequence matches one of transmitting UEs, the signal constellation after blind equalization is usually a linear distortion of the original constellation, e.g., rotated and scaled version of BPSK with noise. For the sequences not used by any UE, the constellation would not show clear patterns, e.g., dots are scattered all of the places without forming clusters. An example of signal constellation with successful detection of spreading sequence by blind equalization can be found in Figure 6. Compensate the scaling and phase rotation to restore the estimated signals around the original constellation, . Calculate the EVM and the equivalent SINR for each candidate signal streams.
e) Sort the SINR and select multiple candidate signal streams (e.g. up to 6) of the top SINRs for decoding. For each candidate signal stream, multiple hypotheses would be tried for decoding, because of the possibility of phase ambiguity, e.g. both and are possible for BPSK modulation. Hypotheses would be resolved by CRC check.
The rest of the SIC process and the termination criterion are as same as classic MMSE-SIC. Similar to the preamble based solutions, the false alarm and miss detection should also be taken into consideration, while the collision issue can be avoided since the channel estimation is mainly relied on the data itself.
[image: ]
[bookmark: _Ref503536226]Figure 6 An example of signal constellation after blind de-spreading
The complexity of the blind MMSE-SIC receiver is mainly on the block of “M Decorrelation Operations”, due to that M sequences would be used for blind detection. The complexity level is about O(I*(L*K*L + L^3 + M*L*K)), where, I is the number of iterations in the whole receiver procedure, which is related to the number of users, K is the number of data symbols transmitted by UE, L is the length of spreading code, M is the number of spreading codes in the spreading code set. The complexity of channel estimation refinement based on decoded users can be kept low via incremental matrix inverse techniques. Another process that has significant contribution to the receiver complexity is the “decoding” block. This is due to the multiple iterations usually required for NOMA receiver.
Conclusion
In this contribution, the motivations and benefits of different operations of grant-free NOMA are discussed including
· SPS-based grant-free
· Preamble/RS based grant-free
· Data-only based grant-free
To deal with the grant-free which inherently is autonomous and contention-based transmission, advanced receiver including realistic UE detection and identification, should be taken into considerations, on the top of classic MMSE-SIC. The receivers suitable for different operations of grant-free NOMA are illustrated. Enhancement and solutions are discussed, for instance 
· Realistic UE detection
· Collision issues 
· Complexity issues. 
It is observed that the enhanced MMSE-SIC can further improve the performance of linear spreading based NOMA schemes, especially for high overloading.
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Appendix

Table A1 Simulation assumptions used for preliminary performance comparison
	Parameter
	Value

	Carrier frequency
	2 GHz

	Waveform (data part)
	CP-OFDM

	Numerology (data part)
	SCS = 15 kHz, #OS = 14

	Allocated bandwidth
	4 RBs, 12 RBs (for spreading factor = 12)

	Antenna configuration
	1 Tx (at UE), 2 Rx (at gNB)

	Propagation channel & UE velocity
	TDL-A 30ns or TDL-C 300ns, 3 km/h

	Channel estimation
	Ideal, realistic

	MA signature allocation (for data)
	Random selection w/o collision , (ideal UE detection is assumed)

	DMRS allocation for realistic CE
	Pre-configure, orthogonal DMRS pattern, FDM among multiple UEs

	Timing/frequency offset
	0

	Distribution of long-term avg SNR
	Equal

	Receiver
	MMSE-SIC (linear spreading), MPA/EPA (for non-linear spreading)



Table A2 Example of MUSA sequence with SF = 4, pool size = 64 (before normalization).
	No.
	c1
	c2
	c3
	c4
	No.
	c1
	c2
	c3
	c4

	1
	1
	1
	1
	1
	33
	1
	1
	1
	j

	2
	1
	1
	-1
	-1
	34
	1
	1
	-1
	j

	3
	1
	-1
	1
	-1
	35
	1
	-1
	1
	j

	4
	1
	-1
	-1
	1
	36
	1
	-1
	-1
	j

	5
	1
	1
	j
	j
	37
	1
	1
	j
	1

	6
	1
	1
	j
	j
	38
	1
	1
	j
	-1

	7
	1
	-1
	j
	j
	39
	1
	-1
	j
	-1

	8
	1
	-1
	j
	j
	40
	1
	-1
	j
	1

	9
	1
	j
	1
	j
	41
	1
	j
	1
	1

	10
	1
	j
	-1
	j
	42
	1
	j
	-1
	-1

	11
	1
	j
	1
	j
	43
	1
	j
	1
	-1

	12
	1
	j
	-1
	j
	44
	1
	j
	-1
	1

	13
	1
	j
	j
	-1
	45
	1
	j
	j
	j

	14
	1
	j
	j
	1
	46
	1
	j
	j
	j

	15
	1
	j
	j
	1
	47
	1
	j
	j
	j

	16
	1
	j
	j
	-1
	48
	1
	j
	j
	j

	17
	1
	1
	1
	-1
	49
	1
	1
	1
	j

	18
	1
	1
	-1
	1
	50
	1
	1
	-1
	j

	19
	1
	-1
	1
	1
	51
	1
	-1
	1
	j

	20
	1
	-1
	-1
	-1
	52
	1
	-1
	-1
	j

	21
	1
	1
	j
	j
	53
	1
	1
	j
	-1

	22
	1
	1
	j
	j
	54
	1
	1
	j
	1

	23
	1
	-1
	j
	j
	55
	1
	-1
	j
	1

	24
	1
	-1
	j
	j
	56
	1
	-1
	j
	-1

	25
	1
	j
	1
	j
	57
	1
	j
	1
	-1

	26
	1
	j
	-1
	j
	58
	1
	j
	-1
	1

	27
	1
	j
	1
	j
	59
	1
	j
	1
	1

	28
	1
	j
	-1
	j
	60
	1
	j
	-1
	-1

	29
	1
	j
	j
	1
	61
	1
	j
	j
	j

	30
	1
	j
	j
	-1
	62
	1
	j
	j
	j

	31
	1
	j
	j
	-1
	63
	1
	j
	j
	j

	32
	1
	j
	j
	1
	64
	1
	j
	j
	j
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