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The following is extracted from Section 5.1.3.2 Transport block size determination of 3GPP TS 38.214, “NR; Physical layer procedures for data” [1]: 

-	A UE determines the quantized number of REs allocated for PDSCH within a PRB (by Table 5.1.3.2-1.
Table 5.1.3.2-1: Quantized number of REs allocated for PDSCH within a PRB
	

	


	

	6

	

	12

	

	18

	

	42

	

	72

	

	108

	

	144

	

	156





-	A UE determines the total number of REs allocated for PDSCH (  by  , where nPRB is the total number of allocated PRBs for the UE.

In this contribution we would like to show that the step of quantizing the number of REs allocated for PDSCH within a PRB  to  is unnecessary and worse still is actually harmful for the maximum achievable throughput. We propose to use  directly for the remaining TBS determination procedure, i.e., to remove the quantization table.
This contribution also provides a text proposal for the TBS determination problem, which can be incorporated into TS 38.214 for NR: Physical Layer Procedures for Data.
Effective Code Rate versus Nominal Code Rate
Denote nominal code rate by  and effective code rate by . As agreed in the 3GPP RAN1#91 meeting [2], the nominal code rate is the target code rate indicated in the MCS field. The effective code rate is defined as the ratio of the computed TBS value to the number of available bits, i.e., 

where  is the number of REs allocated for PDSCH within a PRB,  is the number of PRBs,  is the modulation order, and  is the number of layers.
It is expected that the chosen nominal code rate is aligned with actual channel condition. Thus, it is desirable that the effective code rate is as close to the nominal code rate as possible. If the effective code rate is much larger than the nominal code rate, we will have higher probability of decoding failure and therefore more HARQ retransmissions and increased latency which is harmful for the achievable throughput. On the other hand, if the effective code rate is much smaller than the nominal code rate, the transmission does not efficiently utilize the available communication resource and again is harmful for the achievable throughput.
If  is distant from the set of , i.e., , then after multiplying with  and , the resulting intermediate number of information bits can be very different from the one without quantization of  to . Then, the chosen TBSs will be different and thus the effective code rate will be very different from the nominal code rate, either much larger or much smaller. By contrast, applying a single quantization on the intermediate number of information bits  only, the quantization error will not be amplified by the quantization of. 
Furthermore, it is unclear what would be the benefit of introducing a quantization of  given that in fact we already quantize the intermediate numbers of information bits in the follow-up steps. This quantization function on the intermediate numbers of information bits is enough to make the number of combinations of (NRE, MCS) within the same TBS as large as possible.
Next we provide a concrete example to show that  can indeed be quite distant from the set of, which can sometimes result in effective code rates larger than 1.0!
A Concrete Example
It is agreed in the 3GPP RAN1#91 meeting [2] that for both BG1 and BG2, the UE can skip decoding when the effective code rate is larger than 0.95. For such cases, we need to rely on HARQ retransmissions which reduces the maximum achievable throughput since the UE is not expected to decode in the first transmission. Unfortunately, for high MCS indices, we observe that there are cases where the effective code rate is larger than 0.95 and sometimes even larger than 1.0. We found that the root cause is the quantization of the number of REs. To see this, we provide a concrete example for PDSCH. The parameters are summarized in Table 1. 

Table 1. Parameters setup of the considered example.
	Parameters
	Values

	PDSCH duration 
	{7, 8, 9, 10, 11, 12, 13, 14}

	Number of PRBs 
	{200, 201, …, 272, 273}

	Number of layers 
	{1, 2, 3, 4}

	Modulation order 
	8

	
	0

	DL-DMRS-add-pos
	0

	DL-DMRS-max-len
	2

	DL-DMRS-config-type
	1 or 2

	Number of antenna ports for DMRS
	= number of layers




Since we focus on the high throughput cases, longer durations of PDSCH, larger number of PRBs, and 256 QAM are considered. Note that when DL-DMRS-max-len=2, whether single-symbol DMRS or double-symbol DMRS is indicated by the associated DCI. Also, we remark that the setup is the same for both PDSCH mapping types A and B. From the setup listed in Table 1, the number of REs within a PRB and its quantized number are calculated in Table 2. It can be observed that the values of   with double-symbol DMRS are less than or equal to those of  with single-symbol DMRS.

Table 2. Number of REs allocated for PDSCH within a PRB  and its quantization.
	
	DMRS Configuration type 1
single-symbol
	DMRS Configuration type 2
single-symbol

	
	
	
	
	

	
	
	
	
	
	
	
	
	

	7
	78
	72
	72
	72
	80
	72
	76
	72

	8
	90
	72
	84
	72
	92
	108
	88
	72

	9
	102
	108
	96
	108
	104
	108
	100
	108

	10
	114
	108
	108
	108
	116
	108
	112
	108

	11
	126
	108
	120
	108
	128
	144
	124
	108

	12
	138
	144
	132
	144
	140
	144
	136
	144

	13
	150
	144
	144
	144
	152
	156
	148
	144

	14
	162
	156
	156
	156
	164
	156
	160
	156



	
	DMRS Configuration type 1
double-symbol
	DMRS Configuration type 2
double-symbol

	
	
	
	
	

	
	
	
	
	
	
	
	
	

	7
	72
	72
	60
	72
	76
	72
	68
	72

	8
	84
	72
	72
	72
	88
	72
	80
	72

	9
	96
	108
	84
	72
	100
	108
	92
	108

	10
	108
	108
	96
	108
	112
	108
	104
	108

	11
	120
	108
	108
	108
	124
	108
	116
	108

	12
	132
	144
	120
	108
	136
	144
	128
	144

	13
	144
	144
	132
	144
	148
	144
	140
	144

	14
	156
	156
	144
	144
	160
	156
	152
	156



Let us define excess percentage as the ratio of instances with effective code rate larger than  to total number of instances, i.e., 
excess percentage = .
For the considered example, there are in total 2368 (8*74*4) instances. We consider the code rates  , which corresponds to MCS indices 25, 26, 27, respectively, in the MCS index table 2 for PDSCH.


Table 3. Excess percentage of effective code rates for different thresholds with quantization table.
	
	DMRS Configuration type 1
single-symbol
	DMRS Configuration type 2
single-symbol

	
	
	
	
	
	
	

	0.95
	7.18%
	15.12%
	25.00%
	12.50%
	21.20%
	38.60%

	0.97
	3.84%
	11.36%
	20.57%
	10.43%
	14.78%
	25.46%

	1.00
	0
	5.19%
	12.16%
	6.25%
	12.08%
	15.71%



	
	DMRS Configuration type 1
double-symbol
	DMRS Configuration type 2
double-symbol

	
	
	
	
	
	
	

	0.95
	20.48%
	31.25%
	31.25%
	12.50%
	23.52%
	44.64%

	0.97
	13.89%
	29.39%
	31.25%
	10.14%
	14.86%
	31.50%

	1.00
	6.25%
	16.68%
	30.49%
	6.21%
	11.74%
	15.63%



Table 3 summarizes the excess percentage of effective code rates for different thresholds. We observe that
1) For the case of, UE is not expected to decode in the first transmission for at least 25% of instances;
2) There is a non-negligible percentage such that UE cannot decode at all () within the first transmission.
Observation 1: There is a non-negligible percentage that UE cannot decode when the quantization table is applied. This is harmful for achievable throughput.
On the other hand, if we skip the quantization of number or REs and directly use  to determine the TBS, it turns out that there is no instance in the considered example such that the effective code rate is larger than 0.95 as shown in Table 4. 
Observation 2: There is no effective code rate larger than the highest code rate 0.95 when the quantization table is removed. 
Let us define normalized rate difference as
Normalized rate difference =.
Figure 1 shows the CDF of normalized rate difference with and without the quantization table, in which the following configurations and parameters are considered jointly (the same parameters setup in Table 1):
1) DMRS configuration types 1 and 2;
2) Single-symbol and double-symbol DMRS;
3) Unique pairs of modulation order and code rate in the MCS index tables 1 and 2 for PDSCH.
As can be seen from Figure 1, the quantization table introduces a large variation in the normalized rate differences. Without the quantization table, the normalized rate difference is kept within 3%. 
Observation 3: The normalized rate difference is within 3% when the quantization table is removed. 
Based on the above observations, we propose to remove the quantization table in TBS determination procedure.
Proposal 1: The quantization table in TBS determination procedure should be removed.
Proposal 2: Incorporate the text proposal in Appendix in the TS 38.214 for NR: Physical Layer Procedures for Data.
Table 4. Excess percentage of effective code rates for different thresholds without quantization table.
	
	DMRS Configuration type 1
single-symbol
	DMRS Configuration type 2
single-symbol

	
	
	
	
	
	
	

	0.95
	0
	0
	0
	0
	0
	0

	0.97
	0
	0
	0
	0
	0
	0

	1.00
	0
	0
	0
	0
	0
	0



	
	DMRS Configuration type 1
double-symbol
	DMRS Configuration type 2
double-symbol

	
	
	
	
	
	
	

	0.95
	0
	0
	0
	0
	0
	0

	0.97
	0
	0
	0
	0
	0
	0

	1.00
	0
	0
	0
	0
	0
	0


 [image: ]
Figure 1. CDF comparison between effective code rate and nominal code rate with/without quantization table.



Issues in resource allocation
In NR, there are several definitions of aggregation of resource blocks relevant for UE receiver design and CSI feedback:
· RBG (Resource Block Group) in RAT 0 (Resource allocation type 0), its definition is referenced to the lowest PRB in a bandwidth part (BWP);
· PRB bundle (PRBD) in RAT 1, its definition is referenced to the size of a BWP (the number of PRBs in the BWP);
· PRG (Precoding Resource Block Group) for both RATs, its definition is referenced to the so-called Reference Point A
· In CSI acquisition, subbands, which are aggregated PRBs for subband-CSI reporting, are used. So far it is not clear what reference is used in the definition of subbands for CSI acquisition.


From relevant agreements for BWP, the configuration of BWP is flexible: the starting PRB and bandwidth of the BWP has a granularity of 1 PRB: 
From RAN1 #90bis
Under 7.3.4.1 (other aspects on bandwidth parts)
Agreements:
· A DL (or UL) BWP is configured to a UE by resource allocation Type 1 with granularity as follows
· Granularity of starting frequency location: 1 PRB
· Granularity of bandwidth size: 1 PRB
· Note: The above granularity doesn’t imply that a UE shall adapt its RF channel bandwidth accordingly

Agreements:
· A UE is RRC signaled an offset between PRB 0 for common PRB indexing and a reference location 
· For DL in Pcell, the reference location is the lowest PRB of the cell-defining SSB
· For UL in Pcell of paired spectrum, the reference location is the frequency location of the UL indicated in the RMSI
· For Scell, the reference location is the frequency location indicated in the SCell configuration
· For SUL, the reference location is the frequency location indicated in the SUL configuration 
· Note: For UL of unpaired spectrum, the reference location is the same with the DL of the unpaired spectrum.
· Note: the PRB 0 is intended for scrambling initialization, reference point for BWP configuration, etc.
· The range of offset values should be >276*4, with the detailed values FFS

It may happen under some configuration of a BWP, PRG and RBG/PRB bundle in RAT 1 are misaligned, which prevents a UE receiver to exploit correlated channel conditions on adjacent PRBs (i.e. utilizing PRB bundles in channel estimation), and inferior channel estimation performance is resulted consequently. Some examples provided in Figure 8.


Observation 4: misalignment between PRG and resource allocation can occur in both RAT 0 and RAT 1.

Alignment of PRG resource allocation with RAT 0


We propose to address the misalignment issue with RAT 0 through modifying the reference point for RBG definition from the lowest PRB in a BWP to the common PRB 0 reference as used by PRG.

And we have the following proposal for RAT 0:
/************************ Start of Text Proposal **************************/

------------------------------------------------------------------------------------------------------------------------------------------------


Let .




The total number of RBGs () for a downlink carrier bandwidth part of size PRBs is given by  where the first RBG is of size  .





if  then the last RBG is of size  and the RBGs between the first RBG and the last RBG is of size  P; otherwise the  RBGs after the first RBG is of size  P. 


The bitmap is of size bits with one bitmap bit per RBG such that each RBG is addressable. The RBGs shall be indexed in the order of increasing frequency starting at the lowest frequency of the carrier bandwidth part. The order of RBG bitmap is such that RBG 0 to RBG are mapped from MSB to LSB. The RBG is allocated to the UE if the corresponding bit value in the bitmap is 1, the RBG is not allocated to the UE otherwise.


/************************ End of Text Proposal **************************/

Alignment of PRG resource allocation with RAT 1


The description of VRB-PRB mapping in TS 38.211 is given below:


For non-interleaved VRB-to-PRB mapping, virtual resource block   is mapped to physical resource block .
For interleaved VRB-to-PRB mapping, the mapping process is defined in terms of resource block bundles:



-	Resource block bundle  is defined as resource blocks  where  is the bundle size provided by the higher-layer parameter VRB-to-PRB-interleaver


-	Virtual resource block bundle  is mapped to physical resource block bundle   where 



	with  representing the size of the carrier bandwidth part in which the PDSCH is transmitted.



The UE may assume that the same precoding in the frequency domain is used across a bundle of common resource blocks numbered  where  and the bundle size  is given by the higher-layer parameter PDSCH-bundle-size if configured, otherwise by the DCI scheduling the transmission. The UE shall not make any assumption that the same precoding is used for different bundles of common resource blocks.


With the block interleaver in TS 38.211, VRB-PRB interleaving is handled correctly for the case where the PRB-VRB bundle size divides the number of PRBs in a BWP. 

[image: ]
Figure 2 VRB-PRB interleaving over BWP at 24 PRBs with a PRB-VRB bundle size at 2.

However, when the PRB-VRB bundle size does not divide the number PRBs in a BWP evenly, the current block intereleaver does not provide a valid interleaver. One example for this case is illustrated below.

[image: ]
Figure 3 BWP at 21 PRBs, VRB-PRB bundle size = 2.

We propose to retain the overall current block interleaver design and modify it properly so it can handle any BWP size.
[image: ]
Figure 4 Block interleaver for BWP=21 PRBs and VRB-PRB bundle size = 2.

[image: ]
Figure 5 Block interleaver for BWP=23 PRBs and VRB-PRB bundle size = 2.

When the starting PRB in a BWP is not aligned with a PRG, a block interleaver as follows is used.
[image: ]
Figure 6 The starting PRB in a BWP with 20 PRBs is not aligned with a PRG,  VRB-PRB bundle size = 2.

[image: ] 
Figure 7 The starting PRB in a BWP with 22 PRBs is not aligned with a PRG,  VRB-PRB bundle size = 2.

We have the following text proposal for VRB-PRB mapping for RAT 1:
/************************ Start of Text Proposal **************************/


Let , .


If alignment between PRB bundle and PRG is not used, then set the value of to 0: i.e. .


Let     ,

         ,

          ,

          .

         



Virtual resource block , is mapped to physical resource block  where 

, 



and ,

.




Virtual resource block  for  if any, is mapped to physical resource block.

/************************ End of Text Proposal **************************/

If description with VRB bundle and PRB bundle is still preferred for VRB-PRB mapping, we also have the following text proposal:
/************************ Start of Text Proposal **************************/


Let , 


If alignment between PRB bundle and PRG is not used (i.e. for PUSCH), then set the value of to 0: i.e. .

Let    
        

         ,

          ,

          .

VRB bundle 0 consists of VRBs 0 to  , 
PRB bundle 0 consists of PRBs 0 to  .

For  
              VRB bundle  consists of VRBs  to :  ,
              PRB bundle  consists of PRBs  to :  .
end



Virtual resource block bundle,  is mapped to physical resource block bundle   where 

                          
If , 		                  

                  VRB bundle  consists of VRBs  to :  ,
                  PRB bundle  consists of PRBs  to : 
                 VRB bundle  is mapped to PRB bundle 
end
/************************ Start of Text Proposal **************************/

In Figure 8, we provide examples for proposed changes.

[image: ]
Figure 8 Example of proposed changes
From the above, we have
Proposal 3: RBG and PRB bundle for VRB-PRB mapping are defined according to reference point A.
Proposal 4: VRB-PRB mapping is modified according to the text proposal provided above.

Conclusion
The following summarizes the observations and proposals in this contribution.
Observation 1: There is a non-negligible percentage that UE cannot decode when the quantization table is applied. This is harmful for achievable throughput.
Observation 2: There is no effective code rate larger than the highest code rate 0.95 when the quantization table is removed.
Observation 3: The normalized rate difference is within 3% when the quantization table is removed. 
Proposal 1: The quantization table in TBS determination procedure should be removed.
Proposal 2: Incorporate the text proposal in Appendix in the TS 38.214 for NR: Physical Layer Procedures for Data. 
Observation 4: misalignment between PRG and resource allocation can occur in both RAT 0 and RAT 1.
Proposal 3: RBG and PRB bundle for VRB-PRB mapping are defined according to reference point A.
Proposal 4: VRB-PRB mapping is modified according to the text proposal provided above.

References
[1] 3GPP TS 38.214 v2.0.0, “NR; Physical layer procedures for data”, Dec. 2017
[2] [bookmark: _Ref492902529]Chairman’s Notes, RAN1#91, Reno, USA, November 27th - December 1st 2017
Appendix
/************************ Start of Text Proposal **************************/
[bookmark: _Toc501048167]5.1.3.2		Transport block size determination
For the PDSCH assigned by a PDCCH with DCI format 1_0/1_1 with CRC scrambled by C-RNTI, 


if the higher layer parameter MCS-Table-PDSCH is set to ‘256QAM’ is configured and   , or the higher layer parameter MCS-Table-PDSCH is not set to ‘256QAM’ configured and  , the UE shall first determine the TBS as specified below:
1)	The UE shall first determine the number of REs (NRE)  within the slot. 






[bookmark: _Hlk500489688]-	A UE first determines the number of REs allocated for PDSCH within a PRB () by  , where is the number of subcarriers in the frequency domain in a physical resource block,   is the number of scheduled OFDM symbols in a slot,   is the number of REs for DM-RS per PRB in the scheduled duration including the overhead of the DM-RS CDM groups indicated by DCI format 1_0/1_1, and   is the overhead configured by higher layer parameter Xoh-PDSCH. If the Xoh-PDSCH is not configured (a value from 0, 6, 12, or 18), the Xoh-PDSCH is set to 0. 
-	


-	A UE determines the total number of REs allocated for PDSCH (  by  , where nPRB is the total number of allocated PRBs for the UE. 

2)	Intermediate number of information bits (Ninfo)  is obtained by .

If 
Use step 3 as the next step of the TBS determination
else
Use step 4 as the next step of the TBS determination
end


3)	When , TBS is determined as follows


-	quantized intermediate number of information bits , where .

-	use Table 5.1.3.2-1 find the closest TBS that is not less than .

Table 5.1.3.2-1: TBS for 
	Index
	TBS
	Index
	TBS
	Index
	TBS
	Index
	TBS

	1
	24
	31
	336
	61
	1288
	91
	3624

	2
	32
	32
	352
	62
	1320
	92
	3752

	3
	40
	33
	368
	63
	1352
	93
	3824

	4
	48
	34
	384
	64
	1416
	
	

	5
	56
	35
	408
	65
	1480
	
	

	6
	64
	36
	432
	66
	1544
	
	

	7
	72
	37
	456
	67
	1608
	
	

	8
	80
	38
	480
	68
	1672
	
	

	9
	88
	39
	504
	69
	1736
	
	

	10
	96
	40
	528
	70
	1800
	
	

	11
	104
	41
	552
	71
	1864
	
	

	12
	112
	42
	576
	72
	1928
	
	

	13
	120
	43
	608
	73
	2024
	
	

	14
	128
	44
	640
	74
	2088
	
	

	15
	136
	45
	672
	75
	2152
	
	

	16
	144
	46
	704
	76
	2216
	
	

	17
	152
	47
	736
	77
	2280
	
	

	18
	160
	48
	768
	78
	2408
	
	

	19
	168
	49
	808
	79
	2472
	
	

	20
	176
	50
	848
	80
	2536
	
	

	21
	184
	51
	888
	81
	2600
	
	

	22
	192
	52
	928
	82
	2664
	
	

	23
	208
	53
	984
	83
	2728
	
	

	24
	224
	54
	1032
	84
	2792
	
	

	25
	240
	55
	1064
	85
	2856
	
	

	26
	256
	56
	1128
	86
	2976
	
	

	27
	272
	57
	1160
	87
	3104
	
	

	28
	288
	58
	1192
	88
	3240
	
	

	29
	304
	59
	1224
	89
	3368
	
	

	30
	320
	60
	1256
	90
	3496
	
	



/************************ Unchanged parts omitted**************************/
[bookmark: _Toc501048218]6.1.4.2		Transport block size determination
For the PUSCH is assigned by a DCI format 0_0/0_1 with CRC scrambled by C-RNTI,
if

-	and the higher layer parameters PUSCH-tp is disabled and MCS-Table-PUSCH is set to ‘256QAM’, or

-	 and the higher layer parameters PUSCH-tp is enabled and MCS-Table-PUSCH- transform-precoding is set to ‘256QAM’, or

-	 and the higher layer parameters PUSCH-tp is disabled and MCS-Table-PUSCH is not set to ‘256QAM’, or 

-	 and the higher layer parameters PUSCH-tp is enabled and MCS-Table-PUSCH-transform-precoding is not set to ‘256QAM’, the UE shall first determine the TBS as specified below:
The UE shall first determine the number of REs (NRE) NRE) within the slot: 

-	A UE first determines the number of REs allocated for PUSCH within a PRB  by 





-	, where is the number of subcarriers in the frequency domain in a physical resource block, is the number of scheduled OFDM symbols in a slot,  is the number of REs for DM-RS per PRB in the scheduled duration including the overhead of the DM-RS CDM groups indicated by DCI format 0_0/0_1, and  is the overhead configured by higher layer parameter Xoh-PUSCH. If the Xoh-PUSCH is not configured (a value from 0, 6, 12, or 18), the Xoh-PDSCH is set to 0.



-	-	A UE determines the total number of REs allocated for PUSCH   by where  is the total number of allocated PRBs for the UE.
-	Next, proceed with steps 2-5 as defined in Subclause 5.1.3.2
else if

-	 and the higher layer parameters PUSCH-tp is disabled and MCS-Table-PUSCH is set to ‘256QAM’, or

-	 and the higher layer parameters PUSCH-tp is enabled and MCS-Table-PUSCH- transform-precoding is set to ‘256QAM’, or

-	 and the higher layer parameters PUSCH-tp is enabled and MCS-Table-PUSCH- transform-precoding is not set to ‘256QAM’, or


-	the TBS is assumed to be as determined from the DCI transported in the latest PDCCH for the same transport block using . If there is no PDCCH for the same transport block using , and if the initial PUSCH for the same transport block is transmitted with configured semi-persistently scheduled, the TBS shall be determined from the most recent configured scheduling PDCCH.
else


-	the TBS is assumed to be as determined from the DCI transported in the latest PDCCH for the same transport block using . If there is no PDCCH for the same transport block using , and if the initial PUSCH for the same transport block is transmitted with configured grant, the TBS shall be determined from the most recent configured scheduling PDCCH.

/************************ End of Text Proposal **************************/
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PRB bundling PRG 1 PRG 7

RAT 0 as in 38.211 Resource allocation for RAT 0 before modification

RAT 0, example with design from 38.211 C D E F

RAT 0 as in the proposal Resource allocation for RAT 0 after modification

RBG 1 RBG 7

RAT 0, example with the proposed design

RAT 1 example with bundle size =2 as in 38.211 0 1 4 5 8 9 2 3 6 7 10 11
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Per-PRB channel estimation is used for VRBs 0, 2, 3 and 5. channel 

estimation for VRBs 1 and 4 only is performed jointly

channel estimation per PRB is used for each PRB
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