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[bookmark: OLE_LINK192][bookmark: OLE_LINK193]In 3GPP RAN1 Meeting #91[1], the following conclusions were achieved:
· RAN1 common understanding is that the PDCCH channel estimation complexity is not negligible at least in some cases.
· FFS: Possible solutions to resolve the channel estimation complexity issue together with the impact on PDCCH blocking probability
· Opt.1: Define the limits of “the number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates”
· Note: the overlapped CCEs associated with different CORESETs are counted separately.
· FFS: CCEs for the same precoder-granularity are counted as one channel estimation
· FFS: whether/how to handle the variation on the actual number of CCEs for PDCCH channel estimation and BDs over time
· Application of overbooking is considered
· Strive for not having specific UE capability to report the maximum number of CCEs for PDCCH channel estimation.
· Study the solutions considering the cases 1-1, 1-2, 2, and 2’.
· Opt.2: Modify the hashing function
· Opt.3: Increase the size of the precoder granularity
The contribution mainly discusses the solutions to resolve the channel estimation complexity issue and concludes that modifying the hash function is preferred. Text proposal for the proposed hashing function is provided in the Appendix also.
Discussion 
Comparison of candidate solutions 
As described in the introduction, three potential solutions could be considered for resolving the channel estimation complexity issue. 
Option 1: Define the limits of “the number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates”
Option 1 is not preferred. According to the conclusion as shown in the introduction, we can see that many factors need to be considered in order to achieve an appropriate value for the maximum number of CCEs for channel estimation, thus it may be hard to achieve a number that could meet different requirements and also may need much effort to achieve consensus. In addition, if a larger number is defined, it may not be acceptable for UE because of the complexity. But if a smaller value is defined, it may bring scheduling limitation also. Therefore, option 1 is not preferred.
Option 2: Modify the hashing function
To reduce the complexity of channel estimation for PDCCH monitoring of a UE, the following agreements were achieved: the channel estimation obtained for one RE should be reusable across multiple blind decodings involving that RE in at least the same control resource set and type of search space (common or UE-specific). Therefore, nested search space was proposed in [2][3][4][5]  in previous meetings. With the nested search space, the number of CCEs for PDCCH channel estimation only depends on the configured number of PDCCH candidates with the highest aggregation level, i.e. either pseudo/actual candidates, since search spaces with lower aggregation levels share the same CCEs with the search space of the highest aggregation level. A rough comparison of the number of CCEs for channel estimation of the current agreed hash function and the nested search space structure is shown in Table 1. In addition, Fig. 1 shows the PDCCH blocking probability with nest search space structure as mentioned in [2]. 
Table 1. Comparison for complexity of channel estimation. 
(Total 64 CCEs in a CORESET)
	Number of PDCCH candidates for {AL8, AL4, AL2, AL1}
	No. of CCEs for channel estimation with the current agreed hashing function 
	No. of CCEs for channel estimation with nested search space structure

	{2,3,4,6}
	34 CCEs (in Aver.) 
	16 CCEs
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Figure 1 The average blocking probabilities of different search space structures.  
Based on the above analysis, we can see that nested search space structure can reduce the channel estimation complexity significantly and with special design on the nested search space structure it can achieve similar PDCCH blocking probability as in LTE. And considering that nested search space was discussed a lot in the previous meetings, it is possible to reconsider it to reduce the channel estimation complexity. Therefore, option 2 is promising to resolve the channel estimation complexity.   
Option 3: Increase the size of the precoder granularity
Increasing the size of the precoder granularity will degrade the precoder cycling gain, thus option 3 is not preferred.  
Based on the above discussion and analysis, modifying the hash function with nest search space structure is preferred to resolve the channel estimation complexity.
Proposal 1: Modified hashing function by supporting nested search space structure is used to resolve the channel estimation complexity issue. 
Design of nested search space structure 
As described in section 2.1, nested search space structure is promising to resolve the channel estimation complexity issue. This section further discusses the hash function with nested search space structure.
 With nested search space structure, firstly the CCEs corresponding to the highest aggregation level could be determined, then the CCEs corresponding to lower aggregation level can be further determined within the CCEs corresponding to the highest aggregation level. 
Step 1. Determination of CCEs for search space at the highest aggregation level
For the highest aggregation level, PDCCH candidates will be distributed across the CORESET non-contiguously to obtain scheduling gain. Similar as EPDCCH, the CCEs corresponding to PDCCH candidate  of the search space at the highest aggregation level are given by (1):
	,
	(1)


where  denotes a random position shift for all PDCCH candidates, , and ,  is the number of PDCCH candidates with the maximum AL. And , as a results, PDCCH candidates are distributed uniformly within the CORESET. 
Step 2. Determination of CCEs for search space at lower aggregation level
For lower aggregation levels, the PDCCH candidates only occupy the CCEs within the set of CCEs corresponding to the PDCCH candidates of the highest aggregation level. The CCEs corresponding to PDCCH candidate of the search space at a lower aggregation level are given by
	,
	(2)


where ,  is the random factor for lower aggregation levels, which can be derived based on similar formula for  but different values should be used, .  denotes the distributed manner of PDCCH candidates, e.g. uniformly distributed or randomly distributed. is the starting CCE index of PDCCH candidate  at the highest aggregation level, where the relationship between  and  should enable the PDCCH candidates at the lower aggregation level is located within all the PDCCH candidates at the highest aggregation level as shown in Figure 2.  
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Figure 2 Position pattern of PDCCH candidates with the AL 2.
As to the value of  and , similar design principle used in LTE can be reused. That is, it can be given by a function of several parameters, such as slot index and a configurable UE-specific ID, where the configurable UE-specific ID comes from some potential considerations from multi-TRP distributed non-coherent JT and UE’s C-RNTI is seen as a default value if not for multi-TRP case. 
Proposal 2: When CCEs corresponding to a search space with higher aggregation level contains CCEs corresponding to a search space with lower aggregation level   
· The PDCCH candidates with the highest aggregation level should be located non-contiguously.
· The PDCCH candidates with lower aggregation level should be located non-contiguously within the set of CCEs corresponding to the PDCCH candidates at the highest aggregation level. 
· The CCEs corresponding to the search space with lower aggregation level is associated with the UE’s C-RNTI/a configurable UE-specific ID.
Conclusion
The contribution mainly discusses the solutions to resolve the channel estimation complexity issue. Based on the above discussion, we have the following proposals:
Proposal 1: Modified hashing function by supporting nested search space structure is used to resolve the channel estimation complexity issue. 
Proposal 2: When CCEs corresponding to a search space with higher aggregation level contains CCEs corresponding to a search space with lower aggregation level   
· The PDCCH candidates with the highest aggregation level should be located non-contiguously.
· The PDCCH candidates with lower aggregation level should be located non-contiguously within the set of CCEs corresponding to the PDCCH candidates at the highest aggregation level. 
· The CCEs corresponding to the search space with lower aggregation level is associated with the UE’s C-RNTI/a configurable UE-specific ID.
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