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1. Introduction
In RAN1#90, the following agreements were reached [1]. 
	Agreement: 
 For the per-codeblock bit-interleaver for LDPC:
· Row-column interleaver with number of row equal to the modulation order is adopted, with row-wise write and column-wise read
· Note that this achieves Systematic Bit Priority Ordering is adopted for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order
Agreement:
· Reverse mapping is not supported
· Working assumption is confirmed that interleaver is located after the whole rate matching functionality including repetition
Agreement:
· The default RV order is {0,2,3,1} for cases where RV index is not explicitly signalled or otherwise specified and there is no ambiguity about which instance of a transmission occurred, for both BG1 and BG2



Systematic Bit Priority (SBP) has been agreed to improve the performance of RV0 when decoded on its own. Also, reverse mapping is not supported since the reverse mapping is beneficial only in some cases so that the signalling overhead is required to adopt the reverse mapping. Also, the other bit-level interleaver and symbol mappings [4][5] are proposed. However, they do not simultaneously achieve combining gain and self-decodablity. In this contribution, we present the new LDPC coded bit interleaver and symbol mapping for the RV3, called Reverse Systematic Bit Priority (RSBP) interleaver. The RSBP interleaver maps systematic bits, placed lower order modulation label positions in RV0, to higher order modulation label positions to achieve the SBP diversity. The performance of the RSBP interleaver is evaluated and compared to the agreed NR interleaver. Then, in this contribution, the benefits of RSBP interleaver in the combining gain (when retransmission) without the self-decodability (when initial transmission or the previous transmissions are dropped) loss are shown.

2. LDPC Coded bits interleaver and symbol mapping for HARQ
The frequently used notations are summarized in Table 1.
Table 1. Notation summary 
	Notation
	Description

	
	Length of the rate matching output sequence

	
	Circular buffer size

	
	Modulation order

	
	Position value of th RV

	
	Length of transmitted information size



NR LDPC codes of length  and dimension  are the null space of a  binary systematic PCM where the first  systematic codeword bits are punctured. The binary PCM is generated by lifting a base matrix of size  by a lifting size  [2]. 
NR LDPC encoder maps each codeblock information vector  to a codeword vector  of size  (For notation simplicity, the codeblock index is omitted in this contribution) and the corresponding codeword is written in a cicular buffer of size . The content of the circular buffer is read out starting from a position  integer multiple of  and the circular buffer output sequence in RVi is given by
)
where  stands for the modulo- operation. The rate matching output sequence is mapped to  modulation symbols, where  is the size of the modulator constellation. Mapping to modulation symbols is as follows: the code block  is first interleaved by writing its coded bits row-wise to a matrix of size , starting from the upper left corner and proceeding left-to-right first and then top-to-bottom, which is given by 

The content of matrix  is then read out column-wise, starting from the first (left-most) column. The  column is read as a -tuple  and mapped to a complex-valued symbol  according to the procedure described in []. According to the modulation mapping 
in [3], the -tuple  bits are arranged in non-increasing order of bit-level capacity, i.e.,  have the highest bit-level capacity,  have the second highest bit-level capacity, …,   have the lowest bit-level capacity. 
The agreed NR bit interleaver is a row-column interleaver with number of rows equal to the modulation order, with row-wise write and column-wise read. With column-wise read, the coded bits in the top rows of the interleaver matrix are mapped to high-reliability modulation bits and the coded bits in the bottom rows of the interleaver matrix are mapped to low-reliability modulation bits. This scheme for the transmission of RV0 is known as SBP. In the agreed NR bit interleaver, the reliability priorities among systematic bits are maintained in the retransmission using the another RV so that the combining gain is limited since the priority diversity among systematic bits is not achieved. But, according to RV, the SBP reordering is adopted, which improves the significant combining gain due to the priority diversity among systematic bits. In addition, the SBP reordering does not degrade the self-decodability performance because the priority reordering is only performed for the systematic bits. 
In order to obtain a large SBP diversity in the retransmission of RV3, the RSBP interleaver is considered. The RSBP interleaver for RV3 is shown in Figure 1. The RSBP interleaver permutes the some  (discussed later) bits among  bits in columns in a way that i) the  rows of matrix  are partitioned into three groups  where  denotes the submatrix of  from th row to th row, ii) the rows of second group  (only compromised of systematic bits) are permuted from the bottom row to the top row (e.g., the most reliable bit positions are allocated from the bottom row to the top row). Here,  and  are determined by the following rules.

	1) 
2) 
3) 
   where .






Figure 2. Circular buffer and Reverse Systematic Bit Priority Interleaver for RV3


3. Performance evaluation
For the performance evaluation, BG1 LDPC codes in [2] are used with the following assumptions in Table 2. Also, we consider the MCS options from 13 to 27 in Table 3. Furthermore, we have considered some specific RV orders [0,3] for the discussion. After retransmission, the LLRs obtained in the initial transmission and retransmission are combined and sent to the LDPC decoder.
Table 2. Simulation assumptions 
	Parameter
	Value/description

	Channel model
	AWGN

	Decoding algorithm
	Flooding SPA, 50iterations

	Interleaver
	- Agreed NR bit interleaver (SBP Interleaver for RV0 and Natural Bit Priority Interleaver for RV3)
- SBP Interleaver for RV0 and RSBP Interleaver for RV3

	Resource Allocation
	 

	Rate matching
	FBRM and LBRM

	Code rates and code block lengths
	Description in Table 3




Table 3. MCS option Table in [4] 
[image: ]
Table 4 presents each NR LDPC code performance for HARQ according to interleaver types. The RSBP interleaver outperforms the agreed NR interleaver in the MCS options using 64QAM and 256QAM. In the LBRM case, the RSBP interleaver shows the larger performance gain compared to the FBRM cases. 


Table 4. Required SNR [dB] for RV [0,3] according to interleavers and RMs for  for each code block.
	
	FBRM
	LBRM

	MCS index
	Agreed NR Interleaver
	RSBP Interleaver
	Agreed NR Interleaver
	RSBP Interleaver

	13
	7.6
	7.2
	8.5
	7.4

	14
	8.2
	7.5
	9.3
	7.9

	15
	8.8
	8.0
	9.8
	9.2

	16
	9.4
	9.0
	10.4
	9.9

	17
	10.0
	9.7
	10.9
	9.8

	18
	10.8
	10.5
	11.4
	10.4

	19
	11.5
	11.1
	12.1
	11.2

	20
	12.9
	11.5
	14.0
	11.7

	21
	13.3
	11.8
	14.6
	12.?

	22
	13.7
	12.5
	15.2
	13.2

	23
	14.3
	13.4
	15.7
	13.4

	24
	14.9
	14.1
	16.5
	14.3

	25
	15.7
	14.9
	17.4
	15.5

	26
	16.2
	15.7
	17.9
	16.4

	27
	16.9
	16.4
	18.6
	17.6



Table 5 presents NR LDPC code self-decodability performance according to interleaver types. RSBP interleaver shows the same self-decodability performance of the agreed NR interleaver. 

Table 5. Required SNR [dB] for RV3 according to interleavers and RMs for  for each code block.
	
	FBRM
	LBRM

	MCS index
	Agreed NR Interleaver
	RSBP Interleaver
	Agreed NR Interleaver
	RSBP Interleaver

	13
	12.0
	12.0
	12.5
	12.5

	14
	13.4
	13.4
	13.2
	13.2

	15
	14.4
	14.4
	13.7
	13.7

	16
	15.1
	15.1
	14.6
	14.6

	17
	16.5
	16.5
	15.5
	15.5

	18
	17.5
	17.5
	16.6
	16.6

	19
	18.3
	18.3
	18.4
	18.4

	20
	19.2
	19.2
	18.4
	18.4

	21
	19.9
	19.9
	19.3
	19.3

	22
	21.0
	21.0
	20.2
	20.2

	23
	22.4
	22.4
	21.2
	21.2

	24
	23.2
	23.2
	22.5
	22.5




4. Text proposal for TS 38.212

[bookmark: _Toc500953277]5.4.2.2	Bit interleaving



The bit sequence  is interleaved to bit sequence , according to the following, where ,  and the value of  is given by Table 5.4.2.2-1.


for  to 


	for  to 
[bookmark: _GoBack]	 if  and rvid = 3
             ;
else

;
end
end for
end for


5. Conclusion
In this contribution, we made the following observations: 
Observation 1: Reverse Systematic Bit Priority (RSBP) interleaver for RV3 can provide better HARQ performance than agreed NR interleaver while guaranteeing the similar self-decodability performance of the agreed NR interleaver. 
Observation 2: RSBP interleaver for RV3 provides a significant gain in HARQ for the LBRM and high MCS index cases.
Based on the above observations, we propose the following: 
Proposal 1: NR should adopt the RSBP interleaver for RV3.
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