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Introduction
In RAN1#90, the following agreements were made:
Agreements:
· For open-loop power control parameters for PUSCH for a UE, 
· gNB configures one or multiple P0 values 
· e.g., for specific combination(s) of one or more beam(s), waveform (if agreed) and service type (if agreed)
· gNB can configure one or multiple alpha values
· FFS the case of closed-loop power control 
· FFS how to handle reconfiguration of open-loop power control parameters for PUSCH for a UE, e.g., reset or not reset closed-loop power control


In this contribution, we give our opinion on closed-loop power control in NR. 
[bookmark: _Ref178064866]Discussion
In, for instance LTE release 10, the UE is performing PC for PUSCH using the equation 

where f(i) corresponds to the closed loop part of PC which is controlled by signalling from the gNB using TPC (Transmission Power Control) command. By using TPC the gNB will thus be able to impact the UE output power which is useful to for instance 
· Adopt the UE output power to the current interference level at the gNB. If the interference is high it may be motivated to increase the UE output power. 
· Combat estimation errors impacting the UL PC.
· Get rid of biases. 


In LTE there are different ways to configure the operation of f(i). It can be operating in ”accumulated mode” or “absolute mode”. In case that accumulation is enabled f(i) is given from  where is a correction value given from the TPC command. Furthermore, the UE shall reset accumulation
· 

For serving cell , when  value is changed by higher layers
· For the primary cell, when the UE receives random access response message
For NR a number of new features are introduced which have implications on the closed loop part of NR’s UL power control. It therefore needs to be consider whether the LTE framework for closed loop PC needs to be modified. 
[bookmark: _Toc491437200]Multiple closed loop PC processes
The support of beam specific PC in NR will imply that multiple PC processes will be active at the same time. If we for instance consider PUSCH the PC formula may be written as 
.
where the meaning of  ,   etc. is that these parameters may be configured in a beam specific manner and may thus depend on k. Hence, one question here is to what extent the closed loop part, i.e. , should be beam specific. Potential design choices include
·  is shared for all beams as  where K is the number of beams and TPC is applied to f(i). 
·  is taken from a set of closed loop states { where N<K and TPC is applied to .
· Each  is unique meaning that there is one closed loop part per beam and TPC is applied per beam. 
We discuss these options based on the illustrations below. 
[image: ]
[bookmark: _Ref491267693]Figure 1. Beam specific PC from one TRP
[image: ]
[bookmark: _Ref491267686][bookmark: _Ref491267680]Figure 2 Beam specific PC from multiple TRPs. 
[bookmark: _Hlk492472402]One use case for beam specific PC is when beam management is used and two beams are maintained as illustrated in Figure 1 and Figure 2. In case of blockage there may be a need to switch beam for PDSCH from Beam1 to Beam2 which is done with beam indication. This may in turn mean that also a beam switch for PUSCH should be done and we therefore switch from UL beam 1 (UL1) to UL beam 2 (UL2) also here. Due to that the UE is monitoring both RS1 and RS2, corresponding to reference signals for the separate PC loops PC1 and PC2, we could immediately adjust UL power by switching from PC1 to PC2. In summary, this allows us to quickly adjust UL power when conducting a beam switch. For the question on closed loop PC we note that 
· In the example in Figure 1 it may be beneficial for the unused beam Beam2 to inherit the TPC from the used beam Beam1 since TPC in this may be used to compensate for the interference level in the network. It may be so that interference level is similar in both beams from a single TRP. Hence, to make these beams share the same closed loop part appears sensible.  
· In the example in Figure 2 the contrary holds, here we expect that these close loop behaviours will be rather uncorrelated and they should thus operate rather independently.
Due to this we propose
[bookmark: _Toc492484452][bookmark: _Toc492494497][bookmark: _Toc492586725]Make a single closed loop process default and support multiple closed loop processes by configuration in case of beam specific PC. 
Explicit reset of the closed loop PC part
Another problem with the closed loop PC in NR is that new features introduced will imply that situations may occur when a TPC command has not been given in a long while. Examples are 
· In case that an aperiodic SRS has not been triggered and transmitted in a long while this may imply that the closed loop part is outdated and it would hence be beneficial to do an explicit reset the closed loop part (in case of aggregated mode) instead of using the outdated aggregated value. On the other hand, if the SRS has been transmitted recently we would rather prefer to not reset closed loop part. 
· The same problem occurs in beam specific PC when the gNB redirects its beam; in this case to closed loop PC part of the beam corresponding to the old direction may be irrelevant for the new propagation environment in case of aggregated mode. Hence, also here it would be beneficial to explicitly reset the closed PC loop part at selected occasions.
· Furthermore, at least if multiple closed loops are supported in the case of beam specific power control the situation when a beam has not been used for PUSCH for a long time implies that the closed loop part may be outdated since TPC will be applied to the PC loops used for PUSCH transmissions. Hence, also here it may be motivated to do an explicit reset of the closed loop PC part. 
Based on this we propose
[bookmark: _Toc492484453][bookmark: _Toc492494498][bookmark: _Toc492586726]Support explicit reset of the closed loop PC part in case of aggregated mode.  
Conclusions
Based on the discussion in this contribution we propose the following:
Proposal 1	Make a single closed loop process default and support multiple closed loop processes by configuration in case of beam specific PC.
Proposal 2	Support explicit reset of the closed loop PC part in case of aggregated mode.
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