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In RAN1 #90, it was agreed that the intra-codeblock interleaver is included after the circular buffer and it is either a block interleaver or a systematic-bit priority-order interleaver. Further, it remains to be studied whether reversal of bit mapping order in retransmission is to be used to improve performance 
Agreement: 
· A bit-level interleaver within a code block is included at the output of the rate matcher

Next steps for interleaver design:
Evaluate the following based on initial transmissions, until NR AH#3, and select one at NR AH#3:
· Block interleaver (e.g. as in LTE)
· Systematic bits priority order interleaver (e.g. as in HSPA)

FFS until NR AH#3 whether to additionally include reversal of bit mapping order in retransmissions. 

In this contribution, we study and propose methods to reduce interleaving complexity that are independent of the actual interleaver structure. We also show the benefits of bit-reversal in retransmission when high-order modulation is used.
Bit-interleaver Properties
Per the agreement in RAN1 #90, intra-codeblock bit-interleaving is applied after rate matching. When repetition is applied after LDPC encoding to reach a rate R, the total number of bits to be interleaved is K/R. If no restrictions are placed on the interleaver, then its depth and, as a result, its required memory become K/R bits. On the receiver side, the de-interleaver will have a memory of size K/R LLRs. To prevent very large interleaving memories in the both the transmitter and the receiver, we propose limiting the interleaver depth Dmax to the maximum codeblock length of 8448*3.
Proposal 1: The bit-interleaver depth should not exceed 8448*3.
To further simplify routing in the interleaver, bit-interleaving should occur after puncturing, but before repetition as shown in Figure 1. Therefore, when repetition is used to reduce the coding rate below Rmin, the interleaver operates only on K/Rmin bits. A subset of those interleaved bit is then repeated to reach the desired rate.


[bookmark: _Ref492886911]Figure 1 Bit-interleaving after puncturing, but before repetition to reduce implementation complexity.
An alternative, but equivalent, method to achieve the same reduction in complexity is to define the interleaver to be periodic with a period of K/Rmin (or a divisor of K/Rmin). In such a setup, bit-interleaving can be viewed to take place after both puncturing and repetition as shown in Figure 2. The only difference between the two methods is the interleaver specification; their output is the same.
Proposal 2: Bit-interleaving should be specific using one of these equivalent methods:
Alt1: Bit-interleaving should occur after puncturing, but before repetition.
Alt2: Bit-interleaving should have a period of K/Rmin.


[bookmark: _Ref492911828]Figure 2 Periodic bit-interleaving to reduce implementation complexity.
In some cases, the number of coded bits is not divisible by the number of rows (or columns) in a block interleaver. When such cases occur, padding bits can be inserted into the interleaver. Those bits can be set to zeros. To simplify routing logic, the padding bits should be transmitted.
Proposal 3: Padding bits equal to zero should be inserted and transmitted when required by interleaver geometry.
If the final interleaver structure requires padding bits, Proposal 2 can be adapted to accommodate the filler bit insertion.
Reverse-mapping for modulation
When employing chase combining of log-likelihood ratios resulting from the circular buffer implementation, particularly when operating under limited buffer rate matching, it can be advantageous to consider reverse-mapping the bits onto the modulation symbols. At the peak data rate, very high order modulation is in use and the difference in reliability across the LSBs and MSBs of the modulator mapping can be larger. Therefore, for subsequent retransmissions it can be beneficial for coded bits that were transmitted on LSBs for the 1st transmission to be mapped to MSBs if they are repeated on the 2nd transmission. We refer to this as reverse-mapping.
Below provides an illustration of the potential performance gains when there is a high code rate of 0.83 on the 1st transmission, followed by a retransmission from a circular buffer which is limited to mother code rate of 2/3. The 2nd retransmission is assumed to have the same number of coded bits as the 1st transmission, then a reverse mapping is applied to any systematic bits which participate in the wraparound. This ensures that the systematic bits that are repeated can have complementary bit reliabilities on the QAM symbols, e.g., LSB + MSB.
Note that these results are not with the final NR LDPC, but were taken from [4]. The gains of reverse-mapping with the latest LDPC will be re-evaluated with the latest codes, though are expected to still be significant.
[image: ]
Figure 3. Performance with reverse-mapping on 256-QAM and 2/3 minimum code rate on circular buffer from [4]

Proposal 4: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
Conclusions
Proposal 1: The bit-interleaver depth should not exceed 8448*3.
Proposal 2: Bit-interleaving should be specific using one of these equivalent methods:
Alt1: Bit-interleaving should occur after puncturing, but before repetition.
Alt2: Bit-interleaving should have a period of K/Rmin.
[bookmark: _GoBack]Proposal 3: Padding bits equal to zero should be inserted and transmitted when required by interleaver geometry.
Proposal 4: Reverse-mapping of coded bits on to modulation symbols, between 1st transmission and any repetition in subsequent transmissions, should be considered when applying limited buffer rate matching.
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