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Introduction
In RAN1 #89 meeting, the working group reached the following agreements regarding HARQ soft buffer dimensioning and the number of HARQ processes [1].
· A set of reference parameters is used for the purpose of soft buffer dimensioning
· A reference set of parameters includes at least DL HARQ RTT [Y ms] and data rate(s) of X Gbps 
· FFS: values of X and Y
· FFS: other conditions
· This does not imply UE has to have a HARQ-ACK timing based on the reference HARQ RTT
· FFS: how different UE categories are defined
· LBRM is taken into account
· Maximum number of HARQ processes per carrier supported in NR is 8 or 16 
· This is at least for the single numerology case and a slot-level scheduling and single-TRxP transmission
· FFS: down-selection of 8 or 16
· FFS: soft-buffer handling
· FFS: the value may be different depending on a certain condition (e.g., subcarrier spacing) 

Following in RAN1 #90, the working group reached an additional agreement on soft buffer management [2]. 
· NR specification should decouple the transmit (or RV) buffer from soft buffer size of the UE receiver.
· Note: transmit (or RV) buffer refers to the PDSCH rate-matching buffer

In this contribution, we first consider the aspect of limited buffer rate matching at the transmitter which is de-coupled from the UE receiver yet accounts for the decoder throughput and soft buffer requirements needed for HARQ. We then discuss how a reference number of HARQ processes and soft buffer should be dimensioned for the very high throughput cases in NR. Note this is a revision of R1-1713450 from RAN1 #90, with updated proposals to reflect the latest agreements.
Limited buffer rate matching
In this section, we first discuss the implementation aspects of rate matching, and the benefits from limiting the buffer size at peak spectral efficiencies on the slot. Then we provide performance comparison for different levels of buffering limitations, to arrive at some recommendations for optimal performance and implementation tradeoffs
Implementation aspects
For NR LDPC, each code block can support incremental redundancy (IR) HARQ by generating more parity bits distinct from those sent in the previous transmission(s). This can be supported through a circular buffer with different redundancy version (RV) start positions in the circular buffer [3]. However, there are two important aspects which affect encoder and decoder implementations when supporting IR HARQ.
· Buffering would be required to cover all of the coded bits involved in the transmission
· Decoder throughput dimensioning would need to handle processing all of the coded bits across all RVs

As an example, suppose we provisioned the transmit buffer to allow transport blocks (TBs) sent at peak rate to allow for IR HARQ down only down to a code rate of 4/9 instead of the lowest allowable native code rate of 1/3 for NR Basegraph 1. This would allow the decoder buffer and throughput to limited in the worst case and thus reduce implementation complexity and cost.
This is illustrated below with a simple example. To the first order, the decoder throughput of the NR LDPC scales with the number of coded bits which need to be processed in the slot. (We omit second-order details related to number of code blocks from segmentation to first make the point.) As can be seen from the table, after HARQ there are more coded bits to be processed across the slot and therefore both the buffer size and decoding requirements are increased. Note that once the effective code rate is limited, then the IR HARQ performance is limited at the peak rate. However, for lower transmission rates such as code rate 0.44, we see that the number of coded bits decreases relative to the worst case, as well as the decoder throughput. 
Table 1. Decoder dimensioning for IR HARQ (first-order)
	# Layers
	Mod Order (bits)
	# RBs per Tx
	#REs / RB (nominal)
	1st Tx 
code rate
	Effective code rate after HARQ
	# coded bits
(# soft bits)
	Decoder TPUT Gbps
(nominal)

	4
	8
	270
	84
	0.88
	0.881
	725760
	1.45152

	4
	8
	270
	84
	0.88
	0.442
	1451520
	2.90304

	4
	8
	270
	84
	0.88
	0.333
	1935360
	3.87072

	4
	8
	270
	84
	0.44
	0.44
	725760
	1.45152

	4
	8
	270
	84
	0.44
	0.33
	967680
	1.93536


1. This case illustrates 1st transmission throughput and soft buffer requirement, and worst case of chase combining support (i.e., most aggressive form of limited buffer rate matching)
2. This case illustrates the 2nd transmission throughput and soft buffer requirement, when there is limited buffer rate matching to 0.44.
3. This case illustrates the 2nd transmission throughput and soft buffer requirement, when there is no limited buffer rate matching.

Therefore, we see that is it sufficient to limit the peak rate case, while full IR HARQ performance allowable by the NR LDPC can still be realized throughout the remaining operating region.
Performance aspects
By reducing the decoder throughput and buffer size, the implementation complexity can be reduced. On the other hand, the IR HARQ performance becomes limited. The coding gain achieved from extended parity must be replaced by repetition combining on the retransmitted bits. In the limit of no coding gain, we have 3dB combining gain from Chase combining when all coded bits are retransmitted. In the limit of full coding gain, we have the associated SNR gain from reducing the spectral efficiency by one-half in the same case. Note that for the case of peak spectral efficiency with higher order modulation, this latter aspect can be quite large.
Performance evaluation of this tradeoff for NR LDPC Basegraph 1 is shown in the figure below.
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Figure 1. LBRM performance evaluation on AWGN

As it can be seen, a very large amount in HARQ gain mainly from coding gain can be realized with LBRM down to rate 0.44. An additional gain can be achieved by allowing coding gain down to rate 0.33, although in this regime we find slope saturation leads to diminishing returns. Note that this analysis corresponds to 256-QAM and R=0.88 on the 1st transmission. If we apply the same buffer size to 1st transmissions with lower code rates, the diminishing returns will be even smaller, recalling from Table 1 that enough hardware is available to reach effective code rate at R=1/3 after HARQ when the TBS is smaller.
Proposal 1: Limited buffer rate matching (LBRM) should be applied per HARQ process such that TBs at the peak spectral efficiency can support HARQ down to an effective code rate of 4/9.
Soft buffer dimensioning
Although the total transmit buffer size and total UE soft buffer size are to be de-coupled in NR specification, it is important to understand the reference configuration to be targeted for NR when very high throughputs are to be supported. Instead of a top-down approach to try to figure out what is the number of HARQ processes that works across different deployments with widely different RTT, network delay, different SCS and slot durations, there would be more clarity in a bottom-up approach that considers only the fundamental UE or gNB processing latency and use that to determine a number of HARQ processes as baseline. This will be referred to as the reference number of HARQ processes, on which soft buffer sizing would be based.
[bookmark: _Ref481768733]Reference Number of HARQ Processes
We start our considerations relying on the following terminology referring to the HARQ timing.
· K0: Delay between DL grant and corresponding DL data (PDSCH) reception
· K1: Delay between DL data (PDSCH) reception and corresponding ACK transmission on UL
· K2: Delay between UL grant reception in DL and UL data (PUSCH) transmission
· K3: Delay between ACK/NAK reception in UL and corresponding retransmission of data (PDSCH) on DL

Note that all delays above are defined in units of slot, and the discussion here will focus on slot-based scheduling.
As discussed in [4], for DL centric slots, if the gNB HARQ delay is 2 (i.e. receiving ACK/NAK in Slot N and Re-Tx in N+2) and the UE HARQ delay is 1 (K0=0, K1=1, i.e. receiving PDCCH and PDSCH in Slot N-1 and sending ACK/NAK in Slot N), the HARQ RTT would be the sum which is 3. For this case, the number of HARQ processes needed could be 3. 


Figure 2. HARQ processes supported for DL slot-based scheduling with K1=1, K3=2

Note that operation with K1=1 has been considered for enhanced performance at high Doppler, where a UE could take advantage of the relaxed ACK/NAK feedback latency by performing non-causal channel/interference estimation. Further relaxation of K1 has diminishing return in performance at the cost of higher latency.
If the UE is operating with self-contained slot with K1=0, and K3 remains at 2, in theory, the number of HARQ processes needed could be as low as 2. This offers the benefits of lower latency and low soft buffer size requirement on the UE.


Figure 3. HARQ processes supported for DL slot-based scheduling with K1=0, K3=2

On the downlink, reference number of HARQ processes can be defined to be the minimum number of HARQ processes that accommodates reasonable HARQ delay on both the UE and gNB side, assuming all slots are DL centric slots.
Based on above HARQ timeline, only two HARQ processes is needed with K1=0. However, there are scenarios at high Doppler that require non-casual processing to ensure good performance. In determining the reference number of HARQ processes, K1=1 and K3=2 should be assumed. This gives roughly one slot of processing time budget for both the UE (from last data symbol to ACK/NAK feedback) and the gNB (from ACK/NAK reception to next retransmission opportunity). It follows that the reference number of HARQ should be 3.
Proposal 2: Define reference number of HARQ processes to be the minimum number that considers fundamental UE and gNB processing delay assuming all slots are DL centric slots. In this case, the reference number of HARQ processes should be defined to be 3 for NR.
Additionally, it has been proposed in [5] that the starting point for the maximum number of HARQ processes is 8, at least for 15kHz SCS. For 15kHz SCS, this is same as LTE FDD. As SCS increases, the slot duration reduces and the RTT supported also reduces at the same number of HARQ processes. For the largest SCS which is 120kHz, slot duration is 0.125msec. Maximum number of HARQ processes of 8 results in 1ms of RTT that can be supported. For 120kHz, the deployment scenario is typically for small cell (pico / nano cell), and that level of RTT should be sufficient.
Proposal 3: The maximum number of HARQ processes in NR specification is 8 across all SCS, but should also be semi-statically configurable to a lower number for each UE depending on other aspects such as RTT, bandwidth, and throughput configurations.
Soft buffer dimensioning for peak rate
It is expected that the peak throughput envisioned for NR EMBB devices would be at least multi-gigibit-per-second. If the LTE scheme of sizing soft buffer is used, i.e. 
(max number of HARQ processes) * (TTI duration) * (peak throughput) / (LBRM factor) * (bits per LLR)
The limited buffer rate matching (LBRM) factor equals 1/mother code rate used when serving the peak rate, where the peak rate corresponds to the largest data payload achieving across maximum bandwidth and MIMO layers in a given TTI. In the case of LTE, the LBRM factor would correspond to 3/2 since the mother code rate is limited to 2/3 when operating at peak data rate. This would result in exorbitant amount of storage requirement for NR, assuming max number of HARQ processes for NR is at most 8. That is, assuming 30kHz SCS, 0.5msec slot duration, 5Gbps peak throughput, and 6 bit per LLR in the following:
8 * 0.5 msec * 5 Gbps * 3/2 * 6 = 180 Mbits = 22.5 Mbytes
This is significant amount of storage, and limits the hardware architecture design options (for example, the choice of memory to be cost effective).
In the following, another methodology for soft buffer dimensioning that would arrive at a better cost-performance tradeoff for NR will be proposed.
First, instead of max number of HARQ processes, the reference number of HARQ processes would be use for soft buffer dimensioning. This reference number would correspond to a particular reference HARQ RTT when taken into consideration with the TTI, although the deployment may not necessarily have require this HARQ RTT. If the network has a smaller HARQ RTT, then the soft buffer would be over-provisioned. If the network has a larger HARQ RTT, then it would need to trade off HARQ combining gain against peak rate. If peak rate is the more important metric, than the network can revert to ARQ without exceeding the soft buffer dimensioning of the UE. If HARQ combining gain and reliability is the more important metric, than the network can tradeoff peak rate so that the soft-buffer has capacity to account for the combining needed.
By a similar argument, the reference channel code rate could be higher since the limitation of 2/3 mother code rate for LBRM need not be assumed to apply uniformly across all HARQ processes. At the minimum, only the inverse of the channel code rate used at the peak data rate needs to be accounted almost all of the time (i.e., as often as packet passes). Given that the highest unpunctured code rate supported by NR LDPC code is 8/9, the following would be the soft buffer storage requirement at the same SCS, slot duration, and peak throughput:
3 * 0.5 msec * 5 Gbps * 9/8 * 6 = 50.625 Mbits = 6.33 Mbytes
This is slightly more than 70% reduction in storage requirement compared to the LTE scheme.
It should be emphasized that the reason for targeting lower HARQ RTT when considering very high throughputs, is that typical applications (e.g., those on TCP) will not be able to use the high physical layer throughputs otherwise. A detailed analysis was presented in [6], and example is shown below from this reference. Here we see that even though the offered physical layer rate is 10Gbps, the effect of TCP slow start means that the transaction utilizes less than 1Gbps, and this dramatically decreases as the RTT increases.

[image: ]
[bookmark: _Ref485396426]Figure 4. Measured TCP Throughput sensitivity to latency and PER when PHY=10Gbps from [6] 

Proposal 4: A set of reference parameters should be considered soft buffer dimensioning which targets a downlink HARQ RTT of 1.5ms for a data rate of 5Gbps.

Soft Buffer Management
It is also important to consider soft buffer management and how it might be handled in NR across different deployment topologies and use cases. As with the earlier discussion on soft buffer dimensioning, there are aspects which are beneficial to address without directly coupling the UE soft buffer size with the transmit rate matching buffer.
UE HARQ Delay Reduction
Generally, the number of HARQ processes should be same as HARQ RTT in order to give gNB scheduler maximum flexibility in scheduling and to support back-to-back scheduling to the same user. For DL, HARQ RTT is the total time of UE HARQ delay (K0+K1) and gNB HARQ delay (K3).
Suppose HARQ RTT is denoted as N and it starts off as K0+K1+K3, where K0+K1 is non-zero. Note that K0 is typically zero (as in the case of LTE) and non-zero only if cross-slot scheduling is configured. If UE HARQ delay can be reduced due to operation of the self-contained slot structure, for which K0’ = K1’ = 0, there are two options to account for this change in HARQ:
1. Increase K3 by K0+K1 to keep the same N
2. Reduce N by K0+K1, while keeping K3 unchanged

It does not seem justifiable to implement Option (1) because there seems to be no reason for gNB to gain HARQ delay budget because UE is able to optimize its HARQ delay. Instead, (2) is more reasonable and more efficient system-wide.
If UE HARQ delay is reduced due to UE-side optimization, gNB HARQ delay should not be allowed to grow to inflate the HARQ RTT to maintain the same max number of HARQ processes.
In principle, for HARQ RTT determination it is recommended to assume a relatively small gNB HARQ delay which can be considered typical. UE soft buffer size requirement should be based on a typical HARQ RTT. For deployment scenarios where the cell size is very large or if the front-haul/back-haul setup requires a larger gNB HARQ delay, the required HARQ RTT becomes larger and the number of HARQ processes may increase, but at the expense of reducing the supported throughput and/or support for HARQ, while still staying below the same UE soft buffer size requirement derived from the typical scenario. In determining the max number of HARQ processes, gNB HARQ delay should be determined based on typical processing and latency requirements on the gNB, independent of the UE HARQ delay.
Memory Partitioning
Use Cases for Allocation among HARQ Processes
Non-peak Throughput Scenario
Given the soft buffer memory is sized for peak throughput, when the UE is operating with non-peak throughput, lower LBRM rate may be achieved. Basically, the RV range supported by the soft buffer is enhanced, and RV buffer can match accordingly. This allows gNB to transmit more new RV until the mother code rate of 1/3 is reached; After that, repetition combining is done if decoding still does not pass.
If gNB is aware of UE soft buffer size and the peak throughput capability, it can work out the increase in RV range. Some coordination between gNB and UE could be helpful although may not be absolutely necessary.
Large RTT Scenario
In the proposal, soft buffer is sized based on peak throughput and reference number of HARQ processes. If the real RTT requirement is larger than what the reference number of HARQ processes can support, higher number of HARQ processes may need to be configured.
To stay within the soft buffer size already provisioned, UE implementation can determine how to reduce the storage requirement. The system may tradeoff HARQ gain for maintaining peak throughput. If the scenario permits, lowering the peak throughput supported would be another option.
Max number of HARQ processes of 8 should be sufficient for most of the cases. For very large cell, typically smaller component bandwidth is used, and 15kHz SCS is advantageous. The max number of HARQ processes would be the same as LTE FDD for the same RTT. In the cases that RTT is so large that 8 HARQ processes is not enough, the system can operate with ARQ for which HARQ processes would not be needed. It is important to optimize NR for the typical use cases and not let the requirements for corner cases drive up the overhead for signalling and hardware complexity at the receiver.
Semi-Static Partitioning
Although there are use cases where the buffer can be managed more efficiently across each use case, it is important to realize that pure dynamic management may be a costly assumption given the throughputs and variations possible in wireless environments. Some level of partitioning is beneficial to trading off this cost, e.g., to avoid inefficiencies and complex cleanup routines such as memory de-fragmenting, etc. 
Proposal 5: Soft buffer management based on semi-static partitioning across HARQ processes should be at least supported in NR.
It is important to note that this requirement does not completely preclude dynamic soft buffer management. There are options whereby the RV transmit buffer can budget full IR HARQ for a fixed number of HARQ processes (configured for each UE), and as the number of active HARQ processes exceeds this fixed number then it is understood at both the transmitted and receiver that no IR HARQ is expected on the active processes which are in excess.
There are tradeoffs in performance for this “overbooking” approach relative to alternative semi-static partitioning on a maximum number of HARQ processes which may exceed the typical number of HARQ processes. Nevertheless, both approaches can benefit when the maximum number of HARQ processes if configured per UE, and may more accurately reflect the deployment conditions.
Proposal 6: Soft buffer management should support semi-statically configuring the number of HARQ processes needed for IR HARQ on a UE-specific basis.

[bookmark: _Ref378529477]Conclusions
Proposal 1: Limited buffer rate matching (LBRM) should be applied per HARQ process such that TBs at the peak spectral efficiency can support HARQ down to an effective code rate of 4/9.
Proposal 2: Define reference number of HARQ processes to be the minimum number that considers fundamental UE and gNB processing delay assuming all slots are DL centric slots. In this case, the reference number of HARQ processes should be defined to be 3 for NR.
Proposal 3: The maximum number of HARQ processes in NR specification is 8 across all SCS, but should also be semi-statically configurable to a lower number for each UE depending on other aspects such as RTT, bandwidth, and throughput configurations.
Proposal 4: A set of reference parameters should be considered soft buffer dimensioning which targets a downlink HARQ RTT of 1.5ms for a data rate of 5Gbps.
Proposal 5: Soft buffer management based on semi-static partitioning across HARQ processes should be at least supported in NR.
Proposal 6: Soft buffer management should support semi-statically configuring the number of HARQ processes needed for IR HARQ on a UE-specific basis.
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