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1	Introduction
The following agreements have been made for NR control resource set (CORESET) and control search space.
Agreements:
· The CORESET used to schedule the PDSCH containing the RMSI can be configured to contain also UE-specific PDCCH(s)

Working assumptions:
· For slot-based scheduling, the first DMRS position either on 3rd symbol or 4th symbol is configured by [PBCH].
· Maximum time duration of a CORESET is 2 symbols if the first DMRS position of a PDSCH with slot-based scheduling is on 3rd symbol, and is 3 symbols otherwise
· This replaces the past working assumption linking DMRS position to bandwidth X

Agreements:
· Supported aggregation levels for NR-PDCCH are at least 1, 2, 4, 8
· FFS 16 and 32 aggregation levels and also other numbers

Agreements:
· A PDCCH search space at an aggregation level in a CORESET is defined by a set of PDCCH candidates
· For the search space at the highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID, (2) candidate number, (3) total number of CCEs for the PDCCH candidate, (4) total number of CCEs in the CORESET, and (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· Searching space design for the lower aggregation level can be discussed separately

Agreements:
· For interleaving CORESET, the interleaving pattern is derived by the CORESET configuration and is not dependent on other CORESET configuration.
· Note: 
· Following metrics can be considered
· Good frequency distribution of REG bundles within the CORESET
· Blocking probability for potential overlapped CORESET(s)
· Inter-cell/inter-TRP interference randomization

[bookmark: _GoBack]In this paper, we discuss remaining open issues for CORESET and search space (SS). This contribution is mostly re-submission from R1-1713418 and R1-1713419.
2	CORESET Configurations
For time duration of coreset, the working assumption on DMRS location allows the network to configure the dimension for coreset to support different use cases with different control channel capacity. We propose to confirm the working assumption, and further clarify that the slot based coreset only appears before the defined first DMRS location.
[bookmark: p1]Proposal 1: Confirm the working assumption on configurability of the DMRS location, and restrict the slot based CORESET to always appear before the configured DMRS location.
3	Search Space
3.1	Search space configuration
Within a CORESET, the control resource is defined in REG, CCE level, and search space can be further defined as a set of decoding candidates of different aggregation levels of CCEs. For common CORESET, which is configured by MIB and carries DCI grants RMSI, it was agreed it can be configured to contain also UE-specific PDCCH(s). This is similar to the LTE design where the common search space can carry UE-specific grants. It would be more beneficial to support more gNB flexibility where both common search space (CSS) and UE specific search space (USS) can be configured in the coreset. For example, if the system bandwidth for a NR carrier is not very wide, we may not want to define multiple CORESETs and can use one single CORESET, which will be the common CORESET. Then at least in this case, we will need to support both CSS and USS in the same common CORESET.
On the other hand, when UE specific CORESET and multiple UEs are configured to monitor the same UE specific CORESET, it makes sense to support a group common search space in the resource set to allow sending group cast grants to this set of UEs. 
A UE can be configured to monitor one or more search spaces in one or more CORESETs. For USS, similar to LTE CA, it should be possible to configure the UE to monitor USS from multiple CORESET in one or more NR CC. However, for CSS, to save blind decoding complexity, there may not be need to monitor multiple CSS or GCSS from multiple CORESETs. For example, if a UE is offloaded to monitor a different coreset from the coreset configured by MIB, the UE may not want to monitor the CSS in the common CORESET all the time, which will require a wide band operation. Instead it can get broadcast or groupcast message from the group common search space in the configured CORESET.
[bookmark: p2]Proposal 2: From gNB perspective, a CORESET configured by MIB supports common search space and can be configured to support UE specific search space as well.
[bookmark: p3]Proposal 3: From gNB perspective, a CORESET configured by RRC can also support group common search space and UE-specific search space.
[bookmark: p4]Proposal 4: UE can be configured with one common search space or group common search space, and one or more UE specific search space in multiple CORESETs over one or more NR component carriers.
It was also agreed that multiple CORESETs can be overlapped in frequency and time for a UE. In order to avoid unnecessary complexity at UE, it is beneficial to set a certain limit for overlapping. In addition, the value of having many overlapping CORESETs is not clear. Therefore, it is proposed to have maximum 2 overlapping CORESETs for a given UE.
[bookmark: p5]Proposal 5: Maximum 2 overlapping CORESETs are allowed for a given UE.

3.2	Nested search space
For each search space, the LTE mechanism of defining a profile of aggregation levels to monitor should still apply. Performance wise, we expect the NR PDCCH to at least have the same coverage as the LTE PDCCH. The exact coverage of a DCI depends on the payload size of the DCI. Though the DCI length is not known, and likely the length can be quite flexible given the rich set of features to be introduced in the NR PDSCH and PUSCH design. However, it is necessary to have a set of aggregation levels for each DCI format to deliver the DCI to UEs under different geometry. In LTE, AL 1/2/4/8 are supported for PDCCH. A straight-forward design is to directly adopt that set of aggregation levels. However, in a companion paper [1], we considered the use case where time domain length 1/2/3 OFDM symbol coresets can be configured to overlap to allow flexibility gNB scheduling and reduce blocking different time length coresets, we propose to use AL 1/2/4/8 for 1 symbol and 2 symbol coresets, but use AL 1/3/6/12 for 3 symbol coresets. The proposal is repeated here.
[bookmark: pa]Proposal 6: For 1-symbol and 2-symbol time first CORESET, the aggregation level of 1, 2, 4, 8 is adopted. For a 3-symbol time first CORESET, the aggregation level of 1, 3, 6, 12 is adopted. A larger aggregation level is FFS. 
It is too early to decide on the number of search space candidates for each aggregation. However, we can discuss some design principles for search space design. 
When there is only one control OFDM symbols, or when there are 2 or 3 OFDM symbols with time first CCE to REG mapping, nested search space design has some complexity and implementation benefits. Figure 1 is an example where the search space contains 4 AL1, 4 AL2, 2 AL4, and 1 AL8 search space candidates. By “nesting” the decoding candidates over the CCEs, the UE receiver can reuse channel estimation, and LLR computation. In this example, the UE only needs to perform channel estimation and LLR computation for CCE 0 to 7.


[bookmark: _Ref477683835]Figure 1. Nested search space example

[bookmark: pb]Proposal 7: NR supports a nested search space design strives to overlap search space candidates of different aggregation levels of the same UE to allow maximum reuse of channel estimation and demodulation.
It is not yet decided if frequency first CCE to REG mapping is supported when there are more than one OFDM symbols. We believe the case has its value and should be supported, under the case that each OFDM symbol contains DMRS, i.e., the DMRS is not front loaded. When DMRS is front loaded, there is difficulty to efficiently use the CCEs in the second or later OFDM symbols. 
Under frequency first CCE to REG mapping with more than one OFDM symbols, the nested search space design principle can be generalized as follows:
· The search space is split into multiple approximately equal size sub-search spaces, one for each control OFDM symbol
· Each sub-search space is nested
An example is shown in Figure 2. In this example, in the search space, there are 8 AL1, 8 AL2, 4 AL4 and 2 AL8 search space candidates. The search space is equally split into two sub-search spaces with 4 AL1, 4 AL2, 2 AL4 and 1 AL8 each, with each sub-search spaced located in each control OFDM symbol. Note the set of search space candidates align in the two symbols, so the channel estimation can share.


[bookmark: _Ref473918105]Figure 2. Aligned sub-search space across OFDM symbols

The benefits of such design principle are as follows.
A set of search space candidates are completely located in the first control OFDM symbol so the blind decoding can be dispatched early, right after the first control OFDM is received.
The blind decoding loading is uniformly distributed over time by approximately uniform split of search space over OFDM symbols.
The sub-coreset level PDCCH resource reuse can be easily supported by indicating the starting symbol of PDSCH when the later OFDM symbols in the coreset is not used
The alignments of the sub-search space candidates are for convenience mostly. The CCE may not need to be mapped to the same physical RBs by choosing different interleavers.

[bookmark: pc]Proposal 8: Under frequency first CCE to REG mapping with more than one OFDM symbols., NR supports nested search space design with aligned sub-search space across different control OFDM symbols.
In some scenarios, it is possible that the control resource set is relatively narrow band and there are not enough CCEs in each OFDM symbol to carry the largest aggregation level candidate. In this case, it may be necessary to form large aggregation level search space candidate using CCEs across OFDM symbols. When we do this, we need to consider front loaded DMRS reuse and blocking avoidance. One way to achieve these design goals is to form the large aggregation level search space candidate across OFDM symbols by concatenating smaller aggregation level search space candidates aligned in frequency. This idea is demonstrated in Figure 3. In this example, the control resource set is only wide enough to hold an AL4 search space candidate. Then to generate a search space candidate for aggregation level 8, we will concatenate the two aligned AL4 search space candidates. 


[bookmark: _Ref473921439]Figure 3. Large AL handling when control resource set is small
[bookmark: pd]Proposal 9: When frequency first CCE to REG mapping with more than one OFDM symbols, only supports search space candidate across OFDM symbols when the control resource set does not have enough CCEs in one OFDM symbol. In which case, the search space candidate cross OFDM symbols can be formed by concatenating two lower aggregation level search space candidates aligned in CCE domain.

3.3	Decoding candidate hashing
The nested search space can be conveniently represented by a tree structure. An example is shown in Figure 4. Note lower aggregation level nodes are combined to form a higher aggregation level node. A search space can be defined as a set of nodes on this tree.


[bookmark: _Ref485156044]Figure 4. Tree representation of a Coreset

The example in Figure 4 is for an example when there are  CCEs in a coreset. In general, the number of CCEs in a coreset may not be a nice  type number, though there may be tendency to allocate a relatively rounded number for the coreset size. To avoid irregularity of the tree structure, some wrap-around in CCE domain can be supported. In Figure 5, a corseset with 12 CCEs are shown. Here we allow CCE to wrap around (as shown in the figure that CCE0 to CCE3 appear again later in the CCE sequence). As a result, the second AL8 decoding candidate will share 4 CCEs (CCE0 to CCE3) with the first AL3 decoding candidate, and cannot be used at the same time. Though CCE wrap-around does not increase the dimension of coreset, it does help to reduce the complexity of hashing algorithm.


[bookmark: _Ref485239313]Figure 5. Tree representation of a Coreset with CCE wrap-around

A natural question is, this CCE nesting tree is common for all UEs for different for each UE. Note that for LTE, the CCE to PDCCH mapping for different UEs are different. Our preference is to have the same PDCCH to CCE mapping for all UEs configured to monitor the coreset.
Other than being simple, one benefit of the common CCE to PDCCH mapping is to avoid/reduce partial overlapping of PDCCH of different UEs, i.e., two PDCCHs belong to two different UEs have some, but not all, CCEs in common. 
Another benefit of common CCE to PDCCH mapping is to support sub-coreset level PDCCH resource reuse with smaller overhead. Under common CCE to PDCCH mapping across all UEs, it is possible to include in the unicast DCI a configurable number of bits to indicate the availability of CCEs. Use Figure 4 as example. The DL grant DCI can be configured to contain 2 reuse indication bits, each corresponds to one of the AL8 nodes. When one reuse indication bit is set to “1”, it implies the PDSCH can reuse all the CCEs correspond to that AL8 node. Different granularity of CCE reuse can be supported by defining the indication bits correspond to nodes on different levels of the tree. For example, if we are willing to spend 4 bits, the 4 bits can point to 4 AL4 nodes in the tree, thus achieving AL4 level CCE reuse.
Given a CCE to PDCCH mapping, a search space is defined as a collection of nodes in the CCE tree. For different UE, we will need to define a hashing algorithm to randomly selects nodes in the tree, while satisfying the given search space profile. However, in order to reduce the computation complexity for channel estimation and demodulation, we prefer to have a “nested search space” structure. Then the hashing algorithm needs to be both random, and as “nested” as possible. An example with a search space with profile (4,4,2,1) is shown in Figure 6. 


[bookmark: _Ref485159977]Figure 6. Example search space (4,4,2,1) from hashing
A few high level principles for define the search space hashing rule can be as follows:
A random number generator is used with random seed a function of UE ID, time, etc
For each node in the CCE tree, a random number is generated, either “0” or “1”. The random number controls how to split the search space to the left branch or the right branch
It is preferred to split the search space “un-evenly”, i.e., try to use more nodes on one side of the sub-tree. In this way, it is easier to form the “nested” structure

[bookmark: p7][bookmark: pe]Proposal 10: A common CCE to PDCCH mapping for all UEs configured to monitor a coreset. A search space is defined by a hashing algorithm on the CCE tree.

3.4	Search Space Monitoring
To configure the decoding candidates monitoring, a monitoring pattern can be defined. We believe the monitoring can be per search space. For example, for a slot based CORESET, the UE can be configured to monitor CSS every K slots but monitor UESS every slot. 
For slot-based scheduling, slot level monitoring periodicity can be configured. For mini-slot based scheduling, the slot level monitoring periodicity can also be configured but multiple symbol level occasions within a slot should be configurable together.
[bookmark: p6]Proposal 11: The monitoring periodicity of the CORESET configured by UE-specific higher-layer signalling, slot level periodicity is configurable. For mini-slot based scheduling, multiple symbol level occasions within a slot should be configurable together with monitoring periodicity.
4	Conclusions 
For CORESET and search space design, we have made the following proposals:
Proposal 1: Confirm the working assumption on configurability of the DMRS location, and restrict the slot based CORESET to always appear before the configured DMRS location.
Proposal 2: From gNB perspective, a CORESET configured by MIB supports common search space and can be configured to support UE specific search space as well.
Proposal 3: From gNB perspective, a CORESET configured by RRC can also support group common search space and UE-specific search space.
Proposal 4: UE can be configured with one common search space or group common search space, and one or more UE specific search space in multiple CORESETs over one or more NR component carriers.
Proposal 5: Maximum 2 overlapping CORESETs are allowed for a given UE.
Proposal 6: For 1-symbol and 2-symbol time first CORESET, the aggregation level of 1, 2, 4, 8 is adopted. For a 3-symbol time first CORESET, the aggregation level of 1, 3, 6, 12 is adopted. A larger aggregation level is FFS. 
Proposal 7: NR supports a nested search space design strives to overlap search space candidates of different aggregation levels of the same UE to allow maximum reuse of channel estimation and demodulation.
Proposal 8: Under frequency first CCE to REG mapping with more than one OFDM symbols., NR supports nested search space design with aligned sub-search space across different control OFDM symbols.
Proposal 9: When frequency first CCE to REG mapping with more than one OFDM symbols, only supports search space candidate across OFDM symbols when the control resource set does not have enough CCEs in one OFDM symbol. In which case, the search space candidate cross OFDM symbols can be formed by concatenating two lower aggregation level search space candidates aligned in CCE domain.
Proposal 10: A common CCE to PDCCH mapping for all UEs configured to monitor a coreset. A search space is defined by a hashing algorithm on the CCE tree.
Proposal 11: The monitoring periodicity of the CORESET configured by UE-specific higher-layer signalling, slot level periodicity is configurable. For mini-slot based scheduling, multiple symbol level occasions within a slot should be configurable together with monitoring periodicity.
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