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Introduction
In RAN1 RAN1 #90, we have reached some agreements/working assumptions on aspects related to CORESET and search space design.
	Agreements:
· The CORESET used to schedule the PDSCH containing the RMSI can be configured to contain also UE-specific PDCCH(s)

Working assumptions:
· For slot-based scheduling, the first DMRS position either on 3rd symbol or 4th symbol is configured by [PBCH].
· Maximum time duration of a CORESET is 2 symbols if the first DMRS position of a PDSCH with slot-based scheduling is on 3rd symbol, and is 3 symbols otherwise
· This replaces the past working assumption linking DMRS position to bandwidth X

Agreements:
· Supported aggregation levels for NR-PDCCH are at least 1, 2, 4, 8
· FFS 16 and 32 aggregation levels and also other numbers

Agreements:
· A PDCCH search space at an aggregation level in a CORESET is defined by a set of PDCCH candidates
· For the search space at the highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID, (2) candidate number, (3) total number of CCEs for the PDCCH candidate, (4) total number of CCEs in the CORESET, and (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· Searching space design for the lower aggregation level can be discussed separately

Working assumptions:
· In the case when only CORESET(s) for slot-based scheduling is configured for UE, the maximum number of PDCCH blind decodes per slot per carrier is X
· The value of X does not exceed 44
· FFS the exact value of X
· FFS for multiple active BWP, multiple TRP, multiple carriers, multi beams
· FFS for non-slot based scheduling
· FFS numerology specific X

Agreements:
· Remove the support for 7-symbol slots from NR
· It is allowed to have more than one DL/UL switching points within a 14-symbol slot by using non-slot-based scheduling
· Note: at least 14-symbol, 7-symbol, and 2-symbol CORESET monitoring periodicities are supported for non-slot-based scheduling
· Removing 7-symbol slot does not imply to remove the agreed design of 4- to 7-symbol long PUCCH
· Allow additional DMRS position with non-slot based scheduling
· RAN1 recommends to define test cases for following cases:
· Slot-based scheduling for downlink
· The first DMRS position of the PDSCH is fixed on the 3rd or 4th symbol of the slot
· Non-slot-based scheduling for downlink
· The first DMRS position of the PDSCH is the 1st symbol of the scheduled data
· At least PDSCH durations of 2, 4, and 7 OFDM symbols including DMRS are recommended to be specified
· Note: the LS includes the motivations of selected values
· Note: Final decision is up to RAN4




This contribution discusses remaining issues regarding CORESET configuration and search space details.

CORESET
CORESET configuration
The current working assumption states that the maximum time duration of a CORESET is 2 or 3 OFDM symbols depending on the PBCH configuration on the first DMRS position of the PDSCH for slot-based scheduling. This working assumption is a reasonable approach and it can be confirmed as an agreement. 
For symbol-level scheduling (non-slot based scheduling), the CORESET size of 3 OFDM symbols is too large compared to the time span of the mini-slot of PDSCH which is much shorter than the length of a slot. Considering possible support of the mini-slot of 7 OFDM symbol length as agreed in [3], 1 OFDM symbol may not sufficient. Therefore, it is proposed that maximum time duration of a CORESET is 2 symbols for non-slot based scheduling.
For frequency domain size, it is desirable that the CORESET size is a multiple of 6 REGs, which makes it possible that the PDCCH with multiple aggregation levels fits in the one-symbol CORESET. Considering signalling overhead, it is also not desirable to define very small CORESET unit size in frequency domain. Since the minimum BW size is 5MHz for below 6GHz band, 5MHz could be a good baseline for the CORESET unit size in frequency domain. For the subcarrier spacing of 30 KHz, there are 12 REGs in 5 MHz band (note that 5MHz system only supports SCS of 30 kHz or lower [4]). 12 REGs could be the good candidate of the CORESET unit size in frequency domain. If the non-contiguous frequency allocation is applied for a single CORESET, one contiguous part should be at least 6 REGs and it is a multiple of 6 REGs.
Proposal 1
· For the time-duration of a CORESET, 
· For slot based scheduling, confirm the working assumption on the maximum size of a CORESET
· For non-slot based scheduling, maximum time duration of a CORESET is 2 symbols (at least for the support of the mini-slot of 7 OFDM symbol length)
· For the frequency-duration of a CORESET, the granularity is 12 REGs.
· If non-contiguous frequency allocation is applied for a single CORESET, each contiguous part is a multiple of 6 REGs.

Relationships between CORESET and search space(s)
In NR, it was agreed that common control resource set is configured by system information for providing common search space. In addition, UE-specific CORESET can be also configured for each UE by UE-specific RRC signaling. For 4-step random access procedure, the PDCCHs will be required to be transmitted for the scheduling of Msg-2, Msg-3 retransmissions, and Msg-4 and those PDCCHs should be transmitted only using common CORESET since UE-specific CORESET is not available prior to RRC configuration. For the scheduling of common channels such as paging, RAR, etc., common search space (CSS) anyway should be defined inside the common CORESET. In this case, the CSS size has to be increased considering comparatively high load of PDCCHs inside common CORESET and UE PDCCH blind detection complexity can increase accordingly. 
Through Msg-2 transmission from gNB, UE ID (Temporary C-RNTI) is indicated to a UE. Once the UE has Temporary C-RNTI, it can utilize this ID for the reception of PDCCH thereafter. As illustrated in Figure 1, if additional UE-specific search space (UE-SS) is supported by using a hashing function of temporary C-RNTI inside the common CORESET, the UE may use this UE-SS at least for the PDCCH scheduling retransmission of Msg-3 and (re)transmission of Msg-4. Even after that, UE-SS inside common CORESET can be used until UE-specific CORESET is actually configured. 
Once UE-specific CORESET is configured, UE may use the UE-SS in UE-specific CORESET and the utilization of UE-SS inside common CORESET will decrease. In RAN1 #88, it was agreed that the max number of BD candidates for a UE is defined independently of the number of control resource sets and the number of search spaces. Taking into account this agreement, it is desirable that the UE-SS in common CORESET can be skipped (or the number of BD candidates can be reduced) once the UE-specific CORESET is configured, which can keep the maximum number of BD candidates in a reasonable level.
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[bookmark: _Ref478038199]Figure 1. Relationship between CORESET and search space

In NR Adhoc #2, there was a discussion whether PDCCH whether the PDCCH monitoring periodicity is defined per CORESET or per search space (referred to in the agreement as “one or a set of PDCCH candidates”). Given that CORESET can have multiple search spaces (e.g., CSS, USS) mapped to it, it is desirable that the monitoring periodicity is defined per search space. Every CORESET would have at least one monitoring periodicity configured via at least one search space that is associated with the CORESET.
Proposal 2
·  UE specific search space is defined in a common CORESET at least for random access, 
· The UE specific search space in the common CORESET is skipped or shrinks once UE-specific CORESET is configured.
· PDCCH monitoring periodicity is defined per search space
Search Space design
RAN1 has reached to an agreement on the high level design of the PDCCH candidates of the highest aggregation level as shown below.
Agreements:
· A PDCCH search space at an aggregation level in a CORESET is defined by a set of PDCCH candidates
· For the search space at the highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID, (2) candidate number, (3) total number of CCEs for the PDCCH candidate, (4) total number of CCEs in the CORESET, and (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· Searching space design for the lower aggregation level can be discussed separately

As discussed in the annex in this document, hierarchical search space approach (nested structure) shows big benefits on reducing channel estimation burdens in UE side. The side effect of higher blocking probability can be mitigated by defining PDCCH candidates in non-contiguous manner in CCEs at least for the highest aggregation levels. 
For the progress, it is proposed to agree on the DPCCH candidates at the non-highest aggregation level in the similar level with the previous agreement. The following proposal can be the good starting point which is aligned with the previous agreement on the highest aggregation level. The 4th sub bullet is showing the difference from the previous agreement on the highest aggregation level case.
Proposal 3
· For the search space at the non-highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID
· (2) candidate number
· (3) total number of CCEs for the PDCCH candidate
· (4) total number of CCEs that are occupied by all PDCCH candidates of the highest aggregation level
· (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· RAN1 strives for common equation for search space design for all aggregation levels


Discussion on number of blind decodings 
Split in the number of blind decodings
In LTE, search space is defined so as to allow UE to monitor a certain number of blind decoding candidates for each aggregation level in each subframe. More specifically, UE would perform multiple blind decodings within search space for potential DCI messages. For NR, similar concept can be considered for the design of search space. In particular, common and UE specific search space can be defined for NR, where DL control channel with common search space can be mainly used to schedule common control message and that with UE specific search space can be used to schedule unicast data.
With regard to the number of blind decoding, it can be defined on a per-slot basis or a per mini-slot basis. As illustrated in the Figure 2, UE can be configured with slot level control resource set (CORESET) or symbol level CORESET, which may depend on UE capability or service type, e.g., the support of eMBB and URLLC application. 
Note that it was agreed in RAN1 that max number of blind decoding candidates for a UE is defined independently of the number of control resource sets and the number of search spaces [5]. This indicates that split of the number of blind decodings among different CORESETs and search spaces should be supported for NR so as to keep the total number of blind decoding attempts within one slot roughly the same, which can help to avoid excessive UE power consumption. 
[image: ]
[bookmark: _Ref481742233]Figure 2. Slot level and symbol level CORESET

In case when UE is only configured with slot level CORESET for DL control channel monitoring, the number of blind decodings can be split according to the number of common CORESETs and UE specific CORESETs which are configured for a given UE. As discussed above, UE specific search space can be defined in a common CORESET at least for random access. In this case, both common search space and UE specific search space can share the same common CORESET, which indicates that the number of blind decodings can be further split between these two types of search spaces within the same CORESET. 
Further, in case when UE is configured with symbol level CORESET for DL control channel monitoring, it is more desirable to uniformly distribute the number of blind decodings across DL control channel monitoring occasions within one slot. This may facilitate UE to perform pipeline processing for DL control channel decoding and thereby simplify UE implementation complexity. As discussed above, UE may be configured with symbol level CORESET with certain offset/periodicity in one slot for DL control channel monitoring occasions. Assuming that K DL control channel monitoring occasions are configured and the total number of blind decodings within one slot is N, then the number of blind decodings for each DL control channel monitoring occasion can be approximately N/K. 
Proposal 4:
· For slot level CORESET, NR supports split of the number of blind decodings among different CORESETs and search spaces for a given UE.
· For non-slot level CORESET, NR supports a uniform distribution of the number of blind decoding among DL control channel monitoring occasions. 

UE specific search space configuration
As mentioned above, slot or symbol level CORESET can be configured for DL control channel monitoring. To minimize specification and implementation effort, it is more beneficial to define a unified search space regardless of slot or symbol level CORESET, including the supported aggregation levels, and the number of blind decoding in each aggregation level. 
For the split of the number of blind decoding attempts among slot or symbol level CORESET, a subset of UE specific search space can be configured for UE to monitor potential DCI messages. More specifically, gNB may configure a smaller number of candidates per aggregation level or configure a subset of aggregation levels. In the latter case, gNB may determine appropriate aggregation levels according to specific application/service or UE channel condition, and configure proper UE specific search space via RRC signaling. 
For URLLC, it is highly beneficial to allow gNB to dynamically reconfigure UE specific search space. As discussed in [7], in one example, orthogonal UE specific search space can be configured for active UEs to eliminate the block probability and improve robustness of control channel. To enable dynamic configuration/reconfiguration of UE specific search space, MAC CE based approach may be defined. Alternatively, in case of multi-stage DCI, first-stage DCI may carry the information about dynamically changed search space of the second-stage DCI. 
Proposal 5:
· It is preferable to define a unified search space regardless of slot or symbol level CORESET to minimize specification and implementation effort.
· A subset of UE specific search space can be configured for the split of the number of blind decodings.
· For URLLC, NR supports dynamic gNB-based (re)configurability of UE specific search spaces.
	
Discussion on blocking probability reduction
In LTE, CCE or ECCE locations of each PDCCH or EPDCCH candidates are determined by a hashing function. For UE specific search space, this hashing function is defined as a function of UE ID and subframe index, which provides time varying UE specific search space in each subframe so as to help in resolving blocking probability among different UEs. Moreover, for LTE EPDCCH, different sets of ECCEs for DCI message monitoring or UE specific search space is defined in different EPDCCH sets.   
For NR, different control resource sets can include different sets of NR CCEs for DL control channel candidates or UE specific search spaces, similar to LTE EPDCCH. More specifically, different initialization values using a same hashing function or different hashing functions can be employed to randomize the search space in different control resource sets and slots, which can help to resolve blocking probability among different UEs in case when the same group of control resource sets are configured to these UEs. 
Note that similar design principle can apply for control search space for URLLC, where hashing function can be defined as a function of the symbol-index within a slot. In this regard, UE specific search space can vary in each PDCCH monitoring occasion that may be configured with periodicity less than a slot duration in order to avoid DL control channel for multiple UEs from continuously colliding in every mini-slot, as illustrated in Figure 3. Such a reduction in blocking probability is extremely important for URLLC as gNB may be able to schedule URLLC data transmission immediately so as to achieve ultra-low latency. 
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[bookmark: _Ref473791357]Figure 3. UE specific search space in CORESETs in different mini-slots

Proposal 6:
· PDCCH candidates in a UE specific search space are randomized across CORESETs.
· The hashing function used for the randomization may include either slot-index or symbol-index.

Multi-beam operation for DL control channel
For frequency band above 6GHz, beamforming at both gNB and UE side is crucial to compensate the severe path loss caused by atmospheric attenuation, improve the SNR and enlarge the coverage area. Figure 4 illustrates multi-beam operation for DL control and data channel.
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[bookmark: _Ref481526577]Figure 4. Multi-beam operation for DL control and data
To address potential blockage issue and thereby improving the robustness of DL control channel, it was agreed that UE can be configured to monitor PDCCH on multiple beam pair links (BPL) simultaneously or on different BPLs in different OFDM symbols [2]. Note that support of simultaneous multi-beam monitoring or TDM based multi-beam operation for PDCCH may depend on UE capability, e.g., the number of subarrays that UE is equipped with. 
For TDM based multi-beam PDCCH monitoring, it can be based on either symbol level or slot level. For the former approach, a UE can be configured to monitor different BPLs for PDCCH in different OFDM symbols within a slot. Note that this option can enable fast beam or TRP switching, which may help the gNB to detect blockage quickly. Alternatively, UE can be configured to monitor different BPLs for PDCCH in different slots. For slot level based multiple beam operation, gNB may inform the UE to monitor PDCCH using the best DL beam continuously, while the gNB occasionally may configure the UE to employ the second best beam for PDCCH monitoring. This type of operation can also help the gNB to detect blockage, but with prolonged latency in blockage detection. 
As agreed in the RAN1#89 meeting, configuration of QCL for UE specific NR-PDCCH is realized by RRC and MAC-CE signalling [1]. Further, as discussed in our companion contributions [5], given that PDCCH monitoring occasion would not change dynamically, it is more desirable to be configured via higher layers, e.g., RRC signalling. In addition, spatial QCL assumption association between NR-PDCCH DM-RS(s) and DL RS is updated by MAC CE. Note that symbol or slot index can be configured semi-statically for PDCCH monitoring with multi-beam operation. 
To enable multi-beam operation, various options can be considered for BPL association as shown in Figure 5:
· Option 1: one BPL is associated with one CORESET
· Option 2: one BPL is associated with part of search space within a CORESET
· Option 3: one BPL is associated with one REG bundle or CCE within a CORESET
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[bookmark: _Ref489344544]Figure 5. BPL association for multi-beam operation

It is evident that for option 3, UE needs to be equipped with multiple panels or subarrays in order to monitor multiple BPLs in different REG bundles or CCEs simultaneously for PDCCH decoding. In case when UE has single panel or subarray, option 1 or 2 can be considered. For option 2, part of search space within the CORESET can be associated with one BPL. This option, however, may not be desirable as it may complicate search space design for DL control channel, especially when considering the support of dynamic TRP switching within one slot. For instance, symbol level alignment among certain aggregation levels of search space may be needed in case of multi-beam operation. Further, some coordination between TRPs on the usage of search space for PDCCH transmission can be required, which may impose certain scheduling constraint. 
To address this issue and enable a simpler design for multi-beam PDCCH operations, option 1 can be supported, i.e., one-to-one linkage between CORESET and BPL is defined and each CORESET can be associated with a different BPL for multi-beam operation. In this case, each TRP can make the scheduling decision and transmit the PDCCH on the dedicated CORESET. 
Proposal 7
· One CORESET can be associated with one BPL for multi-beam operation. 

Further, in case of symbol-level or slot level multi-beam operation, either beam sweeping or beam switching can be applied for the transmission of UE specific PDCCH. More specifically, for beam sweeping based approach, a same DCI content may be repeated on multiple PDCCHs using different BPLs in the associated CORESET without waiting for the response from UE. This option may increase UE implementation complexity and potentially introduce ambiguity at UE side given the fact that UE needs to double check the duplicated DCI message. 
For beam switching based mechanism, gNB would wait for UE response, e.g., HARQ-ACK feedback on the corresponding PDSCH transmission, before switching to another beam. This option is more beneficial in contrast to beam sweeping based approach in term of simplified UE implementation. Hence, in our view, beam switching based mechanism is supported for the transmission of unicast PDCCH in case of multi-beam operation. 
Proposal 8
· Beam switching based mechanism is supported for the transmission of unicast PDCCH in case of multi-beam operation. 

Conclusion
In this contribution, we provided our views on open issues regarding DL control channel monitoring aspects and the following proposals are made: 
Proposal 1
· For the time-duration of a CORESET, 
· For slot based scheduling, confirm the working assumption on the maximum size of a CORESET
· For non-slot based scheduling, maximum time duration of a CORESET is 2 symbols (at least for the support of the mini-slot of 7 OFDM symbol length)
· For the frequency-duration of a CORESET, the granularity is 12 REGs.
· If non-contiguous frequency allocation is applied for a single CORESET, each contiguous part is a multiple of 6 REGs.

Proposal 2
·  UE specific search space is defined in a common CORESET at least for random access, 
· The UE specific search space in the common CORESET is skipped or shrinks once UE-specific CORESET is configured.
· PDCCH monitoring periodicity is defined per search space

Proposal 3
· For the search space at the non-highest aggregation level in the CORESET, the CCEs corresponding to a PDCCH candidate are derived as following
· The first CCE index of a PDCCH candidate is identified by using at least some of the followings
· (1) UE-ID
· (2) candidate number
· (3) total number of CCEs for the PDCCH candidate
· (4) total number of CCEs that are occupied by all PDCCH candidates of the highest aggregation level
· (5) randomization factor
· The other CCE indexes of the PDCCH candidate are consecutive from the first CCE index
· RAN1 strives for common equation for search space design for all aggregation levels

Proposal 4:
· For slot level CORESET, NR supports split of the number of blind decodings among different CORESETs and search spaces for a given UE.
· For non-slot level CORESET, NR supports a uniform distribution of the number of blind decoding among DL control channel monitoring occasions. 

Proposal 5:
· It is preferable to define a unified search space regardless of slot or symbol level CORESET to minimize specification and implementation effort.
· A subset of UE specific search space can be configured for the split of the number of blind decodings.
· For URLLC, NR supports dynamic gNB-based (re)configurability of UE specific search spaces.
	
Proposal 6:
· PDCCH candidates in a UE specific search space are randomized across CORESETs.
· The hashing function used for the randomization may include either slot-index or symbol-index.

Proposal 7
· One CORESET can be associated with one BPL for multi-beam operation. 
Proposal 8
· Beam switching based mechanism is supported for the transmission of unicast PDCCH in case of multi-beam operation. 
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Annex: Performance evaluation on hierarchical search space

Figure 6 is showing general PDCCH structure assuming 4 different aggregation levels and it also illustrates how LTE PDCCH type search space and hierarchical search space determine the PDCCH monitoring candidates of each aggregation level. The main difference between LTE PDCCH type and hierarchical design is that PDCCH candidates can start from any possible PDCCH positions of corresponding aggregation levels in LTE PDCCH type case. However, in hierarchical design, once PDCCH candidates corresponding to the largest aggregation level are determined by a specified hashing function, they are considered as the references and PDCCH candidates of lower aggregation levels should be inside the largest aggregation level PDCCH candidates such that the DMRS can be shared as shown in Figure 6.

[image: ]
Figure 6.  PDCCH multiplexing of multiple aggregation levels
From Figure 6, it can be simply understood that channel estimation burden in hierarchical search space can be reduced compared to LTE PDCCH. Table 1 summarizes the channel estimation burden mitigation. For a fair comparison, we assumed that numbers of PDCCH monitoring candidates are 2 for aggregation level 8, 2 for aggregation level 4, 6 for aggregation level 2, and 6 for aggregation level 1 respectively as used in LTE. In the hierarchical design, the PDCCH candidates of aggregation levels 1, 2, and 4 are selected randomly (with random offset) inside the set of CCEs occupied by two contiguous PDCCH candidates of the aggregation level 8 as shown inside the red dotted box of Figure 6.
The hierarchical search space design just shares the DMRS channel estimation between different aggregation levels, so the number of CCEs that needs channel estimation is always the same as the size of CCEs of the aggregation level 8, which is 16. Meanwhile, the LTE type search space needs more CCEs for channel estimation due to the independent CCE positions on multiple aggregation levels. The overall reduction of channel estimation burden is 38% and 52 % depending on the total size of available CCEs, and the reduction seems not a negligible number considering that it is one important design target of NR that the UE processing burden should be minimized.
Table 1. Comparison of UE processing burden for PDCCH channel estimation
	Total number of CCEs
	Average number of CCEs that needs channel estimation
	Gain of UE processing burden mitigation

	
	LTE PDCCH type
	Hierarchical design
	

	32
	25.8
	16
	38%

	64
	33.4
	16
	52%



We provide blocking probability performance comparison between two schemes in Figure 7. And it is assumed that aggregation level distributions are 40%, 30%, 20%, and 10% for aggregation levels 1, 2, 4, and 8 respectively. Total number of CCEs inside a control resource set is 32 and 64 in the evaluation. The blocking probabilities are calculated by the ratio of the average number of UEs that was not able to be scheduled due to the search space blockage over the total number of UEs.
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Figure 7. Blocking probability comparison
From the figures, we see that the blocking probability of hierarchical search space is always higher than that of LTE PDCCH search space. The blocking probability is about 10% higher in hierarchical search space especially for the cases of low number of UEs. It may not be a really big issue for delay tolerable eMBB services since delaying scheduling anyway solves the blockage issues in a degree. However, for delay sensitive services like URLLC, there is stringent delay budget and PDCCH blockage may result in service failure. It is desirable to improve the blocking probability of hierarchical design to be comparable to LTE.
In the hierarchical search space shown in Figure 6 above, it is assumed that the PDCCH candidates of the highest aggregation level are contiguous in CCEs, which may lead to blocking probability increase. We may allocate two PDCCH candidates of aggregation level 8 in non-contiguous manner in CCEs as shown in Figure 8. The gap between two PDCCH candidates can be randomly generated. And the PDCCH candidate of aggregation levels 1, 2, and 4 are selected randomly (random offset) inside the set of CCEs occupied by two non-contiguous PDCCH candidate of aggregation level 8. This modified hierarchical structure can still minimize the channel estimation burden.
[image: ]
Figure 8. Modified hierarchical search space design

Figure 9 is showing the blocking probability of the modified hierarchical search space design. Only by creating a random gap between two PDCCH candidates with the aggregation level 8, the blocking probability is reduced to be comparable to or even smaller than LTE. Considering that there is no drawback with the modified hierarchical search space, it is proposed to have the non-contiguous PDCCH candidates for higher aggregation level once hierarchical design is supported in NR.
[image: ][image: ]
Figure 9. Blocking probability of modified hierarchical search space design
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