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1. [bookmark: OLE_LINK2]Introduction
Big progress has been made on mechanism to recover from beam failure in previous RAN1 meetings, and in RAN1 #88bis [4] meeting, the procedure of beam recovery was defined as following:
	Agreements:
· UE Beam failure recovery mechanism includes the following aspects
· Beam failure detection
· New candidate beam identification
· Beam failure recovery request transmission
· UE monitors gNB response for beam failure recovery request


The beam recovery procedure seems to be like RLF procedure for transmission link recovery purpose, however, beam recovery is designed to avoid higher layer’s involvement to pursue the low latency. In this contribution, we firstly clarify the relationship between RLF procedure and beam recovery procedure, then we further discuss the details of beam recovery.
2. Relationship between RLF and beam recovery
[bookmark: OLE_LINK1]At the RAN1 #NR AH2 [2] meeting, it was agreed as follows to support UE sending indication to higher layer in case of unsuccessful recovery from beam failure.
	Agreements:
· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery
· Relationship between RLF and unsuccessful beam failure recovery indication (if any) e.g. whether beam failure recovery procedure influences or is influenced by the RLF event


In LTE, RLF is declared based on periodic IS/OOS and higher layer configured values (N310, T310, N311). In NR, similar with LTE, UE shall declare RLF based on the periodic IS/OOS which is based on monitoring results of configured RLM-RS resource(s). And once RLF is declared, RRC re-establishment procedure will be involved to recovery the connection between gNB and UE.
In NR, beam recovery procedure is supported for quick recover from beam failure in case of mobility, rotation and blockage. As the aim of beam recovery is low latency, beam recovery procedure is designed in L1 which is faster and less costly than RLF procedure. 
The beam recovery procedure can be transparent to higher layer, or non-transparent, e.g., exchange information of beam recovery between L1 and higher layer to assist RLF procedure for appropriately faster/slower RLF declaration.
Here we list three alternatives for relationship between RLF and beam recovery.
Alt. 1 Decoupled beam recovery and RLF
For decoupled beam recovery and RLF, beam recovery procedure is transparent to higher layer and does not lead to any IS/OOS reporting. As Fig. 1 shows, beam recovery procedure will start when beam failure is detected and the details of beam recovery procedure will be discussed in section 6. And periodic IS/OOS indication based on L3 measurement is continued during this procedure. 


Figure 1 Decoupled beam recovery and RLF
Alt. 2 Aperiodic IS indication based on successful beam recovery
As Fig. 2 shows, aperiodic IS will be reported to higher layer based on successful beam recovery. It is beneficial to stop/reset T310 timer immediately as the successful beam recovery means at least one link is available.


Figure 2 Aperiodic IS indication based on successful beam recovery
Alt. 3 Aperiodic OOS indication based on unsuccessful beam recovery
As Fig. 3 shows, aperiodic OOS will be reported to higher layer based on unsuccessful beam recovery. It is beneficial to reduce a percentage of T310 to faster RLF declaration or trigger RLF declaration directly. However, as there are still multiple options for RS resource configuration for candidate beam identification in beam recovery, whether the failure of beam recovery can trigger RLF declaration directly or how much percentage of T310 should be reduced need further discussion. 


Figure 3 Aperiodic OOS indication based on unsuccessful beam recovery
In our understanding, decoupled beam recovery and RLF is sufficient for the early release of NR which is clear and efficient. And aperiodic IS indication has obviously benefits to avoid unnecessary RLF declaration which can also be supported. For aperiodic OOS indication, as it is still not clear the RS resource configuration for beam recovery, more discussions are needed. Based on the discussion above, we have following proposals:

Proposal 1: Support the case where beam recovery and RLF is decoupled. 
· Note that in this case, there is no indication to higher layer, regardless of the status of beam failure detection and results of beam failure recovery.
· Note that it does not preclude the case that the gNB can configure whether or not UE report to higher layer.
Proposal 2: If connection between beam recovery and RLF is supported, UE can be configured to send an indication to higher layers, and refrains from further beam failure recovery, in case of unsuccessful recovery from beam failure.
Proposal 3: If connection between beam recovery and RLF is supported, UE can be configured to send an indication to higher layers, and refrains from further beam failure recovery, in case of successful recovery from beam failure.
3. Layer 1 procedure for beam failure handling
At the RAN1#90 [1] meeting, following agreements have been agreed for beam failure handling:
	Agreements:
· [bookmark: _GoBack]Beam failure is declared only when all serving control channels fail.
· When a subset of serving control channels fail, this event should also be handled
· Details FFS


Based on this discussion, beam failure handling can be divided into two cases. In case all configured multi-beam control channels fail, beam recovery procedure shall be used to identify new beams for control channel. In case a subset of configured multi-beam control channels fail, it is assumed that at least some of the beams are still alive for PDCCH transmission. In this case, normal beam management process shall be able to handle this issue. The UE shall at least report some event so that the gNB can further handle this issue. To distinguish between these two cases, we make the following two categories.
Category 1: Partial beam recovery: a subset of configured multi-beam control channels fail.
Category 2: Full beam recovery: all configured multi-beam control channels fail and beam recovery procedure shall be used to identify new beams for control channel.
Several UL and DL physical layer resources shall be configured by the gNB to handle either full or partial beam recovery cases. They are:
· DL RS resources to monitor the quality of PDCCH transmission.
· DL RS resources to identify candidate new beams for PDCCH, if needed.
· UL channel to report any full or partial beam failure event.
· DL channel to response to UE on beam recovery
DL RS resource configuration can be common for full beam recovery and partial beam recovery. The consequent UL and DL channel to help to complete the beam recovery procedure may have different design depending on the PDCCH monitoring results and new beam identification results.
4. Configuration of RS for beam failure monitoring and new beam identification
As multi-beam PDCCH transmission is supported for robust transmission and multiple RS resource are configured for new candidate beam identification, we can separate the beams as serving beam pool, candidate beam pool and unused beam pool as Fig. 4 shows:
· UE shall monitor PDCCH on M beams (e.g., beams highlighted in blue in Fig. 4);
· UE can monitor new candidate beams (e.g., beams highlighted in pink in Fig. 4), If one or more of the M beams fail(s), the UE can immediately found a new beam to replace failed beam;
· Unused beams (e.g., beams that are not highlighted.). Those are beams that are considered not useful, e.g., too far from current UE direction, etc. 


Figure 4: Configurations of multiple beams for PDCCH transmission, beam quality monitoring and new candidate beam identification.
Accordingly, the following shall be configured for the UE:
Beam measurement RS resources: the gNB configures a number of RS resources (e.g., all RS resources in Fig. 4) for a UE to regularly make the beam measurement and reporting.
PDCCH sQCL RS resources: the gNB, via PDCCH beam indication, configures a number of RS resources (e.g., RS resources 3 and 7 in Fig. 4) for a UE to monitor the potential occurrence of PDCCH. 
New candidate beam detection RS resources: The gNB configures all or a subset of the beam measurement RS resources (e.g., RS resources 2, 4, 6 and 8 in Fig. 4) for a UE to detect new candidate beams if partial or all the PDCCH beams fail. 
Based on the above-mentioned configurations of beams and their corresponding monitoring/measurement RS resources, we can further discuss the procedure for the cases of full or partial beam recovery separately.
5. Details of partial beam recovery procedure
In case of partial beam failure, when new candidate beam is identified among the candidate beam pool, as there are still available transmission link(s) between gNB and UE, beam switching request can be transmitted in PUCCH by using the available beam link(s) to indicate gNB for beam switching. As Fig. 5 (a) shows, beam #3 fails while beam #1 is identified as the new candidate beam, gNB can decide whether to switch the serving beam from beam #3 to beam #1. And relatively candidate beam pool update e.g., from beam #1,4,5 to beam #0,3,4 may issue of gNB implementation.
When no new candidate beam is identified among the candidate beam pool, as there are still available transmission link(s) between gNB and UE, beam switching request can be transmitted in PUCCH by using the available beam link(s) to indicate gNB for beam switching. As Fig. 5 (b) shows, beam #3 fails while no new candidate beam identified in previous candidate beam pool, beam switching request can be reported to gNB by using the available beam link, e.g., beam #2 to indicate the situation, and gNB can re-configure beam #0 and #6 for further new candidate beam identification, e.g., beam #0 is identified as the new candidate beam.

[image: ]
(a) new candidate beam found
[image: ]
(b) no new candidate beam found
Figure 5 Beam switching procedure when a subset of serving control channel fail
Proposal 4: When a subset of serving control channel fail, this event should be handled by beam management, e.g., beam switching.
6. Details of full beam recovery procedure
Quality measure and evaluation for beam failure
In case of full beam failure, it has been agreed that beam failure would be declared when all serving control channel fail, which means that the UE shall monitor CSI-RS or SS block to “judge” whether PDCCH can be detected or not. For each PDCCH transmission, the gNB shall configure it associated with one RS resource, based on the measurement of that RS resource, the UE can estimate PDCCH channel quality based on specific criteria, e.g., SINR and judge if the BPL fails or not. However, the quality criteria have not been decided yet and two approaches are proposed among companies.
Option 1: Hypothetical performance of NR-PDCCH and is evaluated based on In-Sync/Out-Of-Sync indication like LTE RLM
Option 2: L1-RSRP based, and configurable parameters on e.g., threshold and an evaluation time window are applied for evaluation
In our view, option 1 is preferred as RSRP is not a direct measurement of PDCCH reception quality. And for RLM, it has been agreed to use hypothetical BLER as the criteria. It is better to use the same criteria for beam recovery and RLF as beam recovery is considered as quick transmission link recovery to reduce the unnecessary RLF declaration.
If the hypothetical performance of PDCCH is adopted as the criteria, then the next step is how to set the threshold for the quality of RS resource. There are multiple aggregation levels for PDCCH, and depending on which AL is selected, the required SINR for PDCCH BLER target is different. The target quality of a RS resource to judge whether PDCCH can be detected or not should be based on an assumption of aggregation level.
Proposal 5: Hypothetical performance of NR-PDCCH is used as the criteria for beam failure detection. The criteria should be based on specific parameters, e.g., a specific aggregation level over a specific CORESET
Condition for beam recovery request transmission
	Working assumption [3]:
· Support at least the following triggering condition(s) for beam failure recovery request transmission:
· Condition 1: when beam failure is detected and candidate beam is identified at least for the case when only CSI-RS is used for new candidate beam identification
· FFS Condition 2: Beam failure is detected alone at least for the case of no reciprocity
· FFS how the recovery request is transmitted without knowledge of candidate beam
· Note: if both conditions are supported, which triggering condition to use by UE also depends on both gNB configuration and UE capability


For condition 1, as we have already agreed that both CSI-RS and SS block can be used for new candidate beam identification in beam recovery, it is weird for condition 1 with the limitation that when only CSI-RS is used for new candidate beam identification. Therefore, we propose to confirm the condition 1 in working assumption by modifying as following: when beam failure is detected and candidate beam is identified.
In case of no reciprocity, for condition 1, candidate UL Tx beam cannot be identified based on DL measurement and UE has to send beam recovery request in an UL Tx beam sweeping way. Besides, NR-PUCCH may not be blocked and can be used for beam recovery request transmission. The gNB knows which DL Tx beam should be used to transmit the response when received the request, and UE knows which DL Rx beam should be used for monitoring the response from gNB. While for condition 2, same with condition 1, UE sends beam recovery request in an UL Tx beam sweeping way. Besides, NR-PUCCH may not be blocked and can be used for beam recovery request transmission. When gNB receives the request, it doesn’t know which DL Tx beam should be used to transmit the response as there is no candidate beam indication in the request. However, gNB can sweep the DL Tx beams with re-configured RS resource(s) for UE to find candidate beam, and the response should contain UL beam related information. When UE receives gNB’s response by DL Rx beam sweeping, additional beam related report is needed to inform gNB candidate DL Tx beam(s) before further DL transmission.
Based on the discussion on no reciprocity case, condition 2 needs large overhead for re-configured RS resource for new candidate beam identification and additional beam report compared to condition 1. The overhead and delay for condition 2 should be considered comparing with the RLF procedure, as beam recovery is widely considered as quick transmission link recovery compared to RLF. Therefore, condition 2 need further study considering the high overhead and large latency.
Proposal 6: Confirm the working assumption by modifying the condition 1 and condition 2 as following: 
· Support at least the following triggering condition(s) for beam failure recovery request transmission:
· Condition 1: when beam failure is detected and candidate beam is identified 
· FFS Condition 2: Beam failure is detected alone at least for the case of no reciprocity
· Note: if both conditions are supported, which triggering condition to use by UE also depends on both gNB configuration and UE capability.
UL channels for beam recovery request transmission
	Agreements: [3]
· Support the following channel(s) for beam failure recovery request transmission:
· Non-contention based channel based on PRACH, which uses a resource orthogonal to resources of other PRACH transmissions, at least for the FDM case
· FFS other ways of achieving orthogonality, e.g., CDM/TDM with other PRACH resources
· FFS whether or not have different sequence and/or format than those of PRACH for other purposes 
· Note: this does not prevent PRACH design optimization attempt for beam failure recovery request transmission from other agenda item 
· FFS: Retransmission behavior on this PRACH resource is similar to regular RACH procedure
· Support using PUCCH for beam failure recovery request transmission
· FFS whether PUCCH is with beam sweeping or not
· Note: this may or may not impact PUCCH design
· FFS Contention-based PRACH resources as supplement to contention-free beam failure recovery resources
· From traditional RACH resource pool
· 4-step RACH procedure is used
· Note: contention-based PRACH resources is used e.g., if a new candidate beam does not have resources for contention-free PRACH-like transmission 
· FFS whether a UE is semi-statically configured to use one of them or both, if both, whether or not support dynamic selection of one of the channel(s) by a UE if the UE is configured with both 


It was agreed to support both non-contention based PRACH and PUCCH for beam failure recovery request transmission, however, the use case for each of the UL channels is still unclear. In our understanding, PUCCH can only be used when there are still available links between gNB and UE at least for the UL channel, note that the available links do not preclude the new candidate beam(s). PUCCH with beam sweeping is not supported as we already have PRACH based beam sweeping, and the spec. impact for supporting PUCCH with beam sweeping is not clear. 
For whether a UE is semi-statically configured to use of them both, in our view, it is not preferred that both PRACH and PUCCH are configured to UE as the benefit is not clear, instead it would increase UE complexity and the overhead of UL channel. Configured either PUCCH or PRACH shall be supported.
For whether to support contention based PRACH, as beam recovery is initiated by UE, non-contention-based RACH resources need to be reserved for all UEs even if the occasion for beam recovery is very limited. This also mandates gNB to monitor those resources always. Therefore, in order to reduce and efficiently use the resources for beam recovery, the contention-based resources should be also supported. Then, most of initial access procedure can be reused for beam recovery. Response to the recovery request corresponds to Msg. 2 and reporting of the additional parameters, e.g., RSRP, is like Msg. 3 transmission.
Proposal 7: PUCCH with beam sweeping is not supported.
Proposal 8: UE will be configured with either PUCCH or PRACH for beam recovery request transmission 
Proposal 9: Contention-based PRACH resources should be supported for beam recovery. 
Proposal 10: Consider whether 4-step RACH procedures for initial access procedure can be reused. Recovery response (similar to Msg. 2) may include an UL grant to instruct UE to report new RSRPs which UL transmission is similar to Msg. 3. Then, based on these measurement reports, gNB configures and/or activates the new CSI-RS resources for measurement/reporting.
Definition of beam recovery failure
	Agreements: [2]
· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery
· RAN1 agrees that the certain number of beam failure recovery request transmissions is NW configurable by using some parameters
· Parameters used by the NW could be:
· Number of transmissions
· Solely based on timer
· Combination of above



It was agreed that in case of unsuccessful recovery from beam failure, UE sends an indication to higher layer and refrains from further beam failure recovery. However, the definition of unsuccessful recovery from beam failure is still unclear. In our understanding, two cases will be defined as beam recovery failure. 
The first case is that when beam failure is detected and no new candidate beam detected after a certain times new beam search or a certain duration for new beam search. And related parameters can be NW configurable, e.g., times of no new candidate beam detected, timer from the beam failure detected, note that the times of no new candidate beam detected could be 1. As Fig. 6 (a) shows that once beam failure detected, the timer T1 would start, if there is no new candidate beam identified during T1, beam recovery failure will be declared and UE sends an indication to higher layers and refrains from further beam failure recovery.
Another case is that response from gNB is not received after certain times of beam recovery request transmission. It was agreed that the number of beam failure recovery request transmissions is NW configurable by using parameters like number of transmissions, solely based on timer. In our view, solely timer is sufficient for this case, as delay is the most important metric for beam recovery. Timer is directly related to the latency and it is easy for NW to optimize the value of timer for UE’s better experience. Fig. 6 (b) shows that no response from NW was received during the T3 timer, and beam recovery failure would be declared when T3 ends.
[image: ]
(a) beam recovery failure is declared when beam failure detected and no new candidate beam identified
[image: ]
(b) beam recovery failure is declared when UE cannot receive the gNB response
Figure 6 Condition for beam recovery failure
Proposal 11: Beam recovery failure will be declared when beam failure detected alone and no new candidate beam identified. 
· FFS the detailed condition, e.g., expire a timer for searching new candidate beam(s)
Proposal 12: Beam recovery failure will be declared when UE cannot receive the gNB response during a certain timer. Note that the timer is NW configurable.
7. Summary
In this contribution, we discuss the relationship of beam recovery and RLF, and details of beam recovery procedure. Based on the discussion, we have the following proposals.
Proposal 1: Support the case where beam recovery and RLF is decoupled. 
· Note that in this case, there is no indication to higher layer, regardless of the status of beam failure detection and results of beam failure recovery.
· Note that it does not preclude the case that the gNB can configure whether or not UE report to higher layer.
Proposal 2: If connection between beam recovery and RLF is supported, UE can be configured to send an indication to higher layers, and refrains from further beam failure recovery, in case of unsuccessful recovery from beam failure.
Proposal 3: If connection between beam recovery and RLF is supported, UE can be configured to send an indication to higher layers, and refrains from further beam failure recovery, in case of successful recovery from beam failure.
Proposal 4: When a subset of serving control channel fail, this event should be handled by beam management, e.g., beam switching.
Proposal 5: Hypothetical performance of NR-PDCCH is used as the criteria for beam failure detection. The criteria should be based on specific parameters, e.g., a specific aggregation level over a specific CORESET
Proposal 6: Confirm the working assumption by modifying the condition 1 and condition 2 as following: 
· Support at least the following triggering condition(s) for beam failure recovery request transmission:
· Condition 1: when beam failure is detected and candidate beam is identified 
· FFS Condition 2: Beam failure is detected alone at least for the case of no reciprocity
· Note: if both conditions are supported, which triggering condition to use by UE also depends on both gNB configuration and UE capability.
Proposal 7: PUCCH with beam sweeping is not supported.
Proposal 8: UE will be configured with either PUCCH or PRACH for beam recovery request transmission 
Proposal 9: Contention-based PRACH resources should be supported for beam recovery. 
Proposal 10: Consider whether 4-step RACH procedures for initial access procedure can be reused. Recovery response (similar to Msg. 2) may include an UL grant to instruct UE to report new RSRPs which UL transmission is similar to Msg. 3. Then, based on these measurement reports, gNB configures and/or activates the new CSI-RS resources for measurement/reporting.
Proposal 11: Beam recovery failure will be declared when beam failure detected alone and no new candidate beam identified. 
· FFS the detailed condition, e.g., expire a timer for searching new candidate beam(s)
Proposal 12: Beam recovery failure will be declared when UE cannot receive the gNB response during a certain timer. Note that the timer is NW configurable.
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