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Introduction
[bookmark: OLE_LINK9]At 3GPP RAN1 NR Ad-Hoc#2 meetings, the following has been agreed for eMBB channel coding [1-2].
Agreement: [NR-AH#2]
· The number of RVs is 4. 
· The RVs are at fixed locations in the circular buffer
· RV#0 is self-decodable
· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer
Agreements:[RAN1#90]

· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer
· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
This contribution further discusses the IR-HARQ scheme for eMBB LDPC codes.
Discussion
To achieve low implementation complexity, LDPC encoding should be based on H matrix with lowest coding rate which is 1/3 for BG#1 and 1/5 for BG#2. All of the encoded bits are entered into the circular buffer except the first 2Z punctured systematic bits


Figure 1: circular buffer
Proposal 1: LDPC encoding should be based on H matrix with lowest coding rate and all of the encoded bits are entered into the circular buffer except the built in punctured systematic bits.
2.1 Rate matching scheme for LDPC codes
We propose two rate matching schemes with the starting positions of each retransmission fixed in the following, 
· Scheme 1: Uniform static fixed starting positions 




For IR-HARQ, each Redundancy Version (RV), (), is assigned a starting bit location  on the circular buffer.  We choose the starting bit position  from the following expression:


Where, L =66 for BG#1 and L=50 for BG#2. 
Here, we give two RV orders :[0,1,2,3] and [0,2,3,1], as is shown in Figure 2


       
(a)Alternative 1                   (b) Alternative 2
Figure 2: Uniform static fixed starting position in the circular buffer
 
· Scheme 2：Uniform fixed starting positions based on code rate at initial transmission




For IR-HARQ, each Redundancy Version (RV), (), is assigned a starting bit location  on the circular buffer. We choose the starting bit position  from the following expression:

 




Where  is minimum non-negative integer such that, is the length of information bits, is the code rate of the first transmission. 

 
Figure 3: Uniform fixed based on code rate in the circular buffer

Note that: Once the first transmission rate is confirmed, the starting bit position of retransmission can be calculated from this expression, and the RV order could be [0, 1, 2, 3]. 

· Pros and Cons
The scheme 1 with static fixed starting position with all code rate can have robust decoding ability for all RVs even when some RVs are missing.  For scheme 1, if RV order [0 1 2 3] is indicated at DCI in the initial transmission and subsequent retransmission, the effective coding rate with the overlapped coded bits of consecutive RVs will not be as good comparing to that of scheme 2, which no overlapped bits are read from the circular buffers .  The poor effective code rate of scheme 1 would equivalently degrade the BLER performance at IR-combining.  If the LTE UL-like RV order [0 2 3 1] is adopted for NR LDPC, larger parity-check matrix and soft buffer size are needed for decoding at the 2nd and 3rd IR-combining than that of RV order [0 1 2 3].  Larger parity-check matrix will increase decoding complexity and latency and lower coding rate will degrade BLER performance when using hardware friendly normalized min-sum decoding. Larger soft buffer size would increase the probability of buffer flow when buffer overbooking principle is used for soft buffer management.
Scheme 2 with fixed starting positions based on code rate at initial transmission.  The proposed Scheme 2 can minimize the overlap of coded bits read out from circular buffer between different RVs.   

Observation 1: From performance and complexity perspective, scheme 1 static fixed starting position is not a good solution for LDPC HARQ.
Observation 2: Static fixation scheme 1 with RV order [0 1 2 3] has lower decoding complexity and latency than that of RV order [0, 2, 3, 1]. 


NR supports asynchronous HARQ for both DL and UL.  The RV would be included in the DCI for initial transmission and retransmissions.   The code rate could also be included in the DCI. First transmission coding rate  is informed from RVs in the DCI of PDCCH. 
If RV0 is missing in the UE reception, eNB may transmit RV0 again in the subsequent retransmission when UE detects DTX of HARQ-ACK feedback. There is a probability that the error detection of HARQ-ACK DTX->ACK and DTX->NAK for RV0. For the scenario of DTX->NACK (Note: Pr(DTX)=10^2 or 10^-3, Pr(DTX->NACK)=10^-2), gNB might transmit the RV index not zero in the retransmission, UE may not perform decode the PDSCH correctly if other RVs are not self-decodable. 
The starting points of different RVs can be derived by the code rate of received RV for scheme 2. 
Observation 3: Regardless if RV0 is received or lost, the starting points of different RVs can be derived for scheme 2 by the code rate of the received RV.

2.2 Performance evaluation

 [image: ]
Figure 4: Performance comparison between scheme 1 and 2 (BG1 Kb=22, Z=6, 1Tx code rate R=8/9, QPSK   modulation)
[bookmark: _GoBack] [image: ]
Figure 5: Performance comparison between scheme 1 and 2 (BG2 Kb=10, Z=72, 1Tx code rate R=2/3 QPSK modulation)
As shown in Figures 4 and Figure 5, results show that scheme 2(fixed starting positions based on code rate at initial transmission) outperform scheme 1(static order 0 1 2 3 and static order 0 2 3 1) after IR combining. 
Observation 4: scheme 2 with fixed starting positions based on code rate at initial transmission has better IR-HARQ performance than static fixation scheme with RV order [1 2 3 4] and [0, 2, 3, 1].
As scheme 2 with RV order [0, 1, 2, 3] has better performance and lower decoding complexity and latency.  Scheme 2 with fixed starting positions based on code rate at initial transmission should be considered as IR-HARQ scheme for NR LDPC codes.
Proposal 2: For scheme 2（Uniform fixed starting positions based on code rate at initial transmission）, RV order should be [0, 1, 2, 3].
Proposal 3: IR-HARQ scheme 2 with fixed starting positions based on code rate at initial transmission should be considered for NR LDPC codes.
[bookmark: OLE_LINK23][bookmark: OLE_LINK24]Conclusion 
The results show that the LDPC codes with built-in puncturing columns, scheme 2 outperform the scheme 1.
Observation 1: From performance and complexity perspective, scheme 1 static fixed starting position is not a good solution for LDPC HARQ.
Observation 2: Static fixation scheme 1 with RV order [0 1 2 3] has lower decoding complexity and latency than that of RV order [0, 2, 3, 1]. 
Observation 3: Regardless if RV0 is received or lost, the starting points of different RVs can be derived for  scheme 2 by the code rate of the received RV. 
Observation 4: scheme 2 with fixed starting positions based on code rate at initial transmission has better IR-HARQ performance than static fixation scheme with RV order [1 2 3 4] and [0, 2, 3, 1].
Proposal 1: LDPC encoding should be based on H matrix with lowest coding rate and all of the encoded bits are entered into the circular buffer except the built in punctured systematic bits.
Proposal 2: For scheme 2（Uniform fixed starting positions based on code rate at initial transmission）, RV order should be [0, 1, 2, 3].
Proposal 3: IR-HARQ scheme 2 with fixed starting positions based on code rate at initial transmission should be considered for NR LDPC codes.
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