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1. Introduction
At the 3GPP TSG RAN1 NR #90 meeting, the following agreement has been achieved [1]:
· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer
· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.
· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
Next steps: 
· Investigate until NR AH#3 whether non-uniform fixed starting positions for the RVs within the circular buffer can be found giving improved performance
· FFS until NR AH#3 whether a single reordering function (e.g. as shown in Fig 5 in R1-1713462) should be supported for RVs greater than zero before the bit collection step, considering both performance and complexity. 
· FFS: RV order for special cases where RV index is not explicitly signalled.
At the 3GPP TSG RAN1 NR adhoc meeting, the following agreement has been achieved [2]:
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported
At the 3GPP TSG RAN1 NRAH2 meeting, the following agreement has further been achieved [3]:
The number of RVs is 4. 
The RVs are at fixed locations in the circular buffer
RV#0 is self-decodable
Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer
In this contribution, some remaining aspects of rate matching for NR LDPC codes are discussed.  
2. LTE Rate Matching
The rate matching circular buffer for LTE-turbo is shown in Figure 1. The LTE-turbo mother code consist of 3 bit streams and its mother code rate is 1/3. During the bit selection, the bit start location is obtained by current redundancy version. There are 4 pre-fixed start locations for 4 RVs=[0, 1, 2, 3] as shown in Figure 1. And, the transmission order for redundancy version of LTE-turbo code is [0, 2, 3, 1].


Figure 1	LTE-turbo code rate-matching with circular buffer
3. LDPC RV Design
For Carrier Aggregation (CA) and for the scenario when the number of downlink slots is larger than the number of uplink slots, there may exists ambiguity between NACK and DTX, which means that gNBs may fail to distinguish an initial transmission and its retransmission. Therefore in such cases only RV0 can be sent by gNBs for the first retransmission since only RV0 is self-decodable. RV0 is used for the initial transmission, and if RV0 is also used for the first retransmission, chase combination of two transmissions leads to performance loss compared to IR-HARQ. 
Furthermore, there are two causes, NACK feedback and DTX feedback for retransmission. 1) NACK feedback: the transmitter is sure that the receiver has received the data but decoding error occurs. 2) DTX feedback: PDCCH is missed, and the transmitter is not sure whether the receiver have received the data or not. For NACK feedback, it is preferred to retransmit more parity bits to obtain performance gain. For DTX feedback, if the receiver has received the data while decoding error happens, retransmission with redundancy version containing part of systematic bits and more extra parity bits which are not in RV0 will provide more performance gain. The self-decodable RV can solve the problem of DTX state. It is not necessary to be self-decodable for all RVs as that may cause some performance loss. 
Proposal 1:  One of [RV1, RV2, RV3] should be self-decodable, and it should contain part of systematic bits and extra parity bits which are not in RV0. 
In detail, we provide two schemes of [RV0, RV1, RV2, RV3] design as follow: 
Scheme 1: 






[bookmark: _GoBack]The starting bit location for [RV0, RV1, RV2] is defined as show in Figure 2. The LDPC codeword has natural order in the circular buffer. The LDPC codeword in the circular buffer includes  bits (0 to -1) that are selected from bits 2*Z to 2*Z+-1 in the mother LDPC codeword. The starting bit location of RV0 is defined as S0=0, the starting bit location of RV1 is defined as , and the starting bit location of RV2 is . The starting bit location Si of RV0, RV1 and RV2 can be defined as: , wherein i = 0, 1, and 2; RV0=0, RV1=1 and RV2=2. 


Figure 2	The starting bit location for [RV0, RV1, RV2] for scheme 1



For redundancy version of RV3, the retransmission data is selected from an interleaved LDPC codeword, as show in Figure 3. The interleaved LDPC codeword in the circular buffer includes  bits (0 to -1) that are selected from bits 2*Z to 2*Z+-1 in the interleaved mother LDPC codeword. A block interleaving scheme with Z columns in [4] can be used to generate the interleaved mother LDPC codeword. According to simulations in [4], redundancy version RV3 should also be self-decodable. 


Figure 3	The starting bit location for self-decodable RV3 for scheme 1
Scheme 2:
As show in Figure 4, the starting bit location of [RV0, RV1, RV2] for scheme 2 is the same as scheme 1, while the starting bit location of RV3 is set to be near the end of LDPC codeword. In the circular buffer, the LDPC codeword always has the natural order. An example of the starting bit location of RV3 is defined as: RV3=56 for BG1 and RV3=43 for BG2.  Note that RV3 is also self-decodable.


Figure 4	The starting bit location for [RV0, RV1, RV2, RV3] for scheme 2
The performance of scheme 2 is compared with that of [4] and the simulation assumptions are described in Table 1. The simulation results are shown in Figure 5 and Figure 6. The simulation data are also listed in Appendix. 
Table 1 Simulation assumptions
	Channel
	AWGN

	Modulation
	QPSK

	TBS
	1024, 4096

	Code rate
	1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm
	flooding BP, Max iteration =50
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Figure 5	Required SNR (@BLER=1e-2) between scheme 2 and [4], K=1024
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Figure 6	Required SNR (@BLER=1e-2) between scheme 2 and [4], K=4096
It is observed that RV0 and RV3 are self decodable and RV3 of scheme 2 has better performance than that of [4]. And, RV1 and RV2 are self decodable for low code rate. However, RV1 and RV2 have better performance for the 1st retransmission when NACK feedback happens where LDPC LLRs are combined between RV0 with RV1 or RV2. Therefore, when there is ambiguity between NACK and DTX, RV3 of scheme 1 or 2 can be used for the first retransmission. When there isn’t ambiguity between NACK and DTX, RV1 or RV2 of scheme 1 or 2 can be used for the first transmission. Scheme 1 is expected to have the same performance tendency. Note that the simulation for scheme 1 is on-going, and results will be provided. 
In general, when there is ambiguity between NACK and DTX in HARQ feedback, RV3 of scheme 1 or 2 can be used for the first retransmission. If the actual state of the initial transmission is DTX, self-decodable RV3 can be regarded as the initial transmission packet at the receiver. If the actual state of the initial transmission is NACK, self-decodable RV3 can be regarded at the receiver as the first retransmission packet which provides extra incremental redundancy parity bits. When there isn’t ambiguity between NACK and DTX in HARQ feedback, RV1 or RV2 of scheme 1 or 2 can be used for the first retransmission.

Proposal 2: The starting bit location Si of RV0, RV1 and RV2 is:, wherein RV0=0, RV1=1 and RV2=2. RV3 is self-decodable with the staring bit location at 0 for interleaved codeword or with the staring bit location near the end of circular buffer. 
Proposal 3: when there is ambiguity between NACK and DTX, RV3 is used for the first retransmission; when there isn’t ambiguity between NACK and DTX, RV1 or RV2 is be used for the first transmission.
4. Limited Buffer Rate Matching 
Limited circular buffer rate matching was used in LTE to satisfy different UE category’s requirement. In NR adhoc meeting [2], it was agreed to support LBRM for NR-LDPC. For LDPC decoder, the lower code rate is, the more decoding latency is. Therefore, it is necessary to support LBRM for LDPC coding for different UE category. It is suitable to set the size of LBRM to be an integral multiple of Z, such that Ncb = nb’×Z, as shown in Figure 7. For very low latency UE or very low complexity UE, the size of circular buffer can be set small. Therefore, the size of LBRM is changeable to satisfy different UE category’s requirement, and it is soft-LBRM. 


Figure 7 An example of LBRM for LDPC code
For low complexity UE, if the buffer size is multiple of Z, truncated base graph/base parity check matrices of size of (nb’-kb)Zb Z’Z  can be used for encoding and decoding, thus encoding/decoding complexity can be decreased compared to LDPC encoder/decoder with full buffer. 
Proposal 4: the length of LBRM buffer should be equal to an integral multiple of Z. 
5. Conclusion
In this contribution, some aspects of rate matching for NR-LDPC code are considered. In summary, we have the following proposals.
Proposal 1:  One of [RV1, RV2, RV3] should be self-decodable, and it should contain part of systematic bits and extra parity bits which are not in RV0. 

Proposal 2: The starting bit location Si of RV0, RV1 and RV2 is: , wherein RV0=0, RV1=1 and RV2=2. RV3 is self-decodable with the staring bit location at 0 for interleaved codeword or with the staring bit location near the end of circular buffer. 
Proposal 3: when there is ambiguity between NACK and DTX, RV3 is used for the first retransmission; when there isn’t ambiguity between NACK and DTX, RV1 or RV2 is be used for the first transmission.
Proposal 4: the length of LBRM buffer should be equal to an integral multiple of Z. 
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Appendix
Table A1 HARQ Simulations for Scheme 2 RVs Definition K=1024
	
Rates
	0.33
	0.4
	0.5
	0.67
	0.75
	0.83
	0.89

	RV0
	-1.15
	-0.11
	1.28
	3.39
	4.53
	5.73
	6.74

	RV1
	NaN
	NaN
	NaN
	NaN
	NaN
	NaN
	NaN

	RV2
	-0.79
	0
	1.7
	NaN
	9.42
	NaN
	NaN

	RV3
	-1.07
	0.22
	1.79
	5.12
	5.3
	6.44
	8.44

	RV0+RV1
	-4.3
	-3.43
	-2.49
	-1.13
	-0.01
	0.47
	0.75

	RV0+RV2
	-4.4
	-3.58
	-2.44
	-0.89
	0.24
	0.93
	1.33

	RV0+RV3
	-4.32
	-3.27
	-1.94
	-0.3
	1.01
	1.92
	2.45

	RV0+RV1+RV2
	-6.37
	-5.52
	-4.56
	-3.3
	-2.26
	-1.86
	-1.61

	RV0+RV1+RV3
	-6.14
	-5.23
	-4
	-2.62
	-1.32
	-0.64
	-0.21

	RV0+RV2+RV3
	-6.31
	-5.5
	-4.4
	-3.04
	-2.05
	-1.51
	-1.21

	RV0+RV1+RV2+RV3
	-7.6
	-6.77
	-5.72
	-4.49
	-3.46
	-2.97
	-2.69


Note: NaN denotes not self-decodable. 
Table A2 HARQ Simulations for Scheme 2 RVs Definition K=4096
	
Rates
	0.33
	0.4
	0.5
	0.67
	0.75
	0.83
	0.89

	RV0
	-1.5
	-0.42
	0.9
	3.08
	4.13
	5.27
	6.28

	RV1
	-1.5
	0.75
	NaN
	NaN
	NaN
	NaN
	NaN

	RV2
	-1.51
	-0.3
	1.32
	NaN
	12.14
	NaN
	NaN

	RV3
	-1.51
	-0.46
	1.11
	3.6
	4.79
	5.91
	7.74

	RV0+RV1
	-4.53
	-3.47
	-2.26
	-0.97
	-0.41
	0.07
	0.36

	RV0+RV2
	-4.53
	-3.65
	-2.52
	-0.92
	-0.19
	0.48
	0.89

	RV0+RV3
	-4.52
	-3.64
	-2.31
	-0.32
	0.59
	1.49
	1.99

	RV0+RV1+RV2
	-6.31
	-5.44
	-4.53
	-3.14
	-2.64
	-2.24
	-2.01

	RV0+RV1+RV3
	-6.31
	-5.48
	-4.22
	-2.5
	-1.75
	-1.08
	-0.64

	RV0+RV2+RV3
	-6.3
	-5.41
	-4.42
	-3.11
	-2.47
	-1.91
	-1.61

	RV0+RV1+RV2+RV3
	-7.56
	-6.74
	-5.79
	-4.41
	-3.83
	-3.37
	-3.1


Note: NaN denotes not self-decodable. 
Table A3 HARQ Simulations for Scheme 2 RVs Definition K=1024
	
Rates
	0.33
	0.4
	0.5
	0.67
	0.75
	0.83
	0.89

	RV0
	-1.15
	-0.11
	1.3
	3.39
	4.53
	5.72
	6.76

	RV1
	-1.04
	0.09
	1.69
	4.29
	6.8
	10.29
	NaN

	RV2
	-1.06
	0.07
	1.67
	4.26
	6.97
	10.84
	NaN

	RV3
	-1.04
	0.07
	1.69
	4.29
	7.13
	10.56
	NaN

	RV0+RV1
	-4.41
	-3.5
	-2.29
	-0.59
	0.38
	1.2
	1.64

	RV0+RV2
	-4.41
	-3.48
	-2.3
	-0.57
	0.36
	1.19
	1.68

	RV0+RV3
	-4.41
	-3.49
	-2.29
	-0.55
	0.37
	1.16
	1.6

	RV0+RV1+RV2
	-6.24
	-5.35
	-4.23
	-2.75
	-1.82
	-1.17
	-0.8

	RV0+RV1+RV3
	-6.26
	-5.37
	-4.26
	-2.78
	-1.82
	-1.17
	-0.82

	RV0+RV2+RV3
	-6.32
	-5.53
	-4.42
	-2.91
	-2.07
	-1.37
	-0.99

	RV0+RV1+RV2+RV3
	-7.57
	-6.76
	-5.71
	-4.31
	-3.4
	-2.81
	-2.47


Note: NaN denotes not self-decodable. 
Table A4 HARQ Simulations for Scheme 2 RVs Definition K=4096
	
Rates
	0.33
	0.4
	0.5
	0.67
	0.75
	0.83
	0.89

	RV0
	-1.51
	-0.43
	0.91
	3.08
	4.13
	5.27
	6.28

	RV1
	-1.51
	-0.39
	1.11
	3.63
	5.07
	7.59
	11.59

	RV2
	-1.51
	-0.39
	1.15
	3.67
	5.09
	7.68
	12.58

	RV3
	-1.51
	-0.4
	1.1
	3.65
	5.09
	7.8
	NaN

	RV0+RV1
	-4.53
	-3.63
	-2.49
	-0.79
	0.02
	0.83
	1.29

	RV0+RV2
	-4.53
	-3.63
	-2.49
	-0.8
	0
	0.81
	1.27

	RV0+RV3
	-4.52
	-3.63
	-2.5
	-0.8
	0
	0.84
	1.25

	RV0+RV1+RV2
	-6.31
	-5.45
	-4.38
	-2.84
	-2.15
	-1.52
	-1.13

	RV0+RV1+RV3
	-6.31
	-5.44
	-4.38
	-2.86
	-2.2
	-1.54
	-1.19

	RV0+RV2+RV3
	-6.31
	-5.45
	-4.45
	-3.13
	-2.44
	-1.8
	-1.41

	RV0+RV1+RV2+RV3
	-7.54
	-6.73
	-5.72
	-4.41
	-3.79
	-3.21
	-2.87


Note: NaN denotes not self-decodable. 
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