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In previous RAN1 meetings, the following agreements have been achieved for NR channel coding:
Agreement: 
· If bit-level interleaving is applied, it should be limited to each code block individually

Agreement: 
· A bit-level interleaver within a code block is included at the output of the rate matcher

Next steps for interleaver design:
Evaluate the following based on initial transmissions, until NR AH#3, and select one at NR AH#3:
· Block interleaver (e.g. as in LTE)
· Systematic bits priority order interleaver (e.g. as in HSPA)
Evaluation assumptions:
· Fading channel model – TDL-C
· All modulation orders
· Interference modelled 

This contribution presents a bit-level interleaver design for NR LDPC codes. The performance of the bit-interleaved LDPC transmission is evaluated according to the simulation assumptions agreed in RAN1 [5] and corresponding performance gains are shown.

Interleavers for LDPC codes
A typical Bit Interleaving Coded Modulation (BICM) transmitter includes a channel encoder, an interleaver and a modulator. The interleaver is located before the symbol modulator and is responsible to permute positions of encoded bits prior to mapping to modulation symbols.
NR LDPC codes are systematic codes, where codewords contain clearly separated parity check bits and information (systematic) bits. LDPC codes are typically decoded using low-complexity iterative algorithms that perform Belief-Propagation (BP) [6] on a bipartite graph whose adjacency matrix is the parity-check matrix (PCM) of the LDPC code. 
Information bits and parity-check bits play different roles in determining the performance of iteratively-decoded LDPC codes. According to a common analysis tool for iterative decoders called EXtrinsic Information Transfer (EXIT) [7], the reliability of received information bits is more crucial to BP decoding than the reliability of received parity check bits. It means that, if coded bits are transmitted by some QAM (or BICM in general) modulation, it is desirable that the information bits are transmitted via constellation label bits having highest bit-level capacity [8].  In order to ensure that, we consider interleavers that jointly permute the information bits and parity-check bits in a codeword so that the resulting permuted codeword contains a sequence of segments of coded bits, with each segment intended to be mapped to a separate QAM symbol, such that each segment contains parity check bits and information bits arranged in a desired order: information bits in a segment are grouped together at the more reliable bit label positions in a constellation symbol, while parity check bits are grouped together at the less reliable bit label positions in the same constellation symbol.
Interleaver benefits
The interleaver is supposed to solve two problems:
· Burst errors stemming from frequency selective or fast fading channel. 
In real channels, some subcarriers or OFDM symbol in time domain may experience deep fading which cause a serious of burst errors on codeword. A well-designed interleaver can break the successive errors and spread them. Those scattered errors can be easily corrected in decoder.  
· Unequal bit energy allocation due to high order modulation.
As we known, in higher-order modulation, the reliability of each bit is different according to its position in the bit labeling. When using Gray labeling, an M-ary QAM symbol comprises of e levels of reliability for mapped bits, where . For example, 256-QAM has 4 levels and 64-QAM has 3 levels of reliability. On the other hand, each coded bit in irregular LDPC codes also exhibits unequal reliability or error protection characteristics which roughly depends on the number of parity-check equations it is involved) [4]. An interleaver can average the reliability and keep the protection on each bit equally. 
As discussed in the last RAN1 meeting, the effect of channel fading may be alleviated by symbol–level interleaving or RE mapping which should be discussed in NR MIMO session. In this contribution, we show that a bit-level interleaving can bring a significant gain in addition to the gain provided by a symbol-level interleaver. We propose an LDPC bit-level interleaver design that exploits unequal bit reliability of high-order QAM modulations in order to provide those gains.  

Bit-level interleaver design for NR LDPC codes
NR QC-LDPC codes of length  and dimension  are the null space of a  binary systematic PCM where the first  systematic codeword bits are punctured. The binary PCM is generated by lifting a base matrix of size  by a lifting size [10].
The NR LDPC encoder maps the information vector  of size to a codeword vector  of size . In case of systematic encoders, the first  components of the codeword are equal to information bits, while the following  components are parity-check bits generated according to the LDPC matrixthat provide redundancy for protection against errors. However, in the agreed NR LDPC code, the first 2Z systematic bits are punctured. Therefore, as shown in Figure 1, the codeword vector has the following structure: , where  are parity-check bits.

[image: ]
[bookmark: _Ref491875257][bookmark: _Ref491875250]Figure 1: structure of NR LDPC codeword for rv=0.

Figure 2 shows the block diagram of an LDPC-coded transmission scheme for initial transmission, i.e., redundancy version . Therefore, there is no block representing rate matching in Figure 2. Rate adaptation, if needed, is performed by puncturing trailing parity-check bits from the codeword (not shown in Figure 2).
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[bookmark: _Ref491719622]Figure 2: block diagram of transmission scheme using LDPC codes.

At the output of the NR LDPC encoder, the generated codeword vector  has length  bits. Its first  components are information bits; the other components are parity-check bits.
In this contribution, we first describe and compare the HSPA interleaver and a random block interleaver, then we propose a new interleaver. Performance evaluations show that the proposed interleaver provides significant SNR gains.

HSPA interleaver
 (
Writing 
)A block interleaver is vastly applied in many standards [1][2]. The scope of introducing a block interleaver is to achieve the effect of random interleaving. For NR, a possible block interleaver is designed as shown in [3], where the encoded bits are written in column-major order, and read in row-major order. The number of rows is the number of bits representing one modulated symbol according to the network scheduling. This is a simple example for block interleaver even though its size is variable for different modulation order.  
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Figure 3: HSPA systematic bits priority order interleaver.

Block interleaver (random interleaver)
Unlike the HSPA interleaver that arranges systematic bits on the high energy level of each QAM symbol, the random interleaver used here simply randomly selects bits on every energy level. The number of columns of this block interleaver is C=144 and the number of rows is R=ceil(n/144). If the output codeword length n is smaller than , dummy bits are added and will not be transmitted. 

The proposed interleaver 
In the proposed interleaver design, the codeword  is mapped to  modulation symbols, where  is the size of the modulator constellation. Mapping to modulation symbols is performed in the following way: the codeword  is first interleaved by writing it column-wise to a matrix of size  ( rows,  columns), starting from the upper left corner and proceeding top-to-bottom first and then left-to-right. In this way, the  information bits in  will be written in the leftmost  columns.
If the codeword size  is not an integer multiple of , then  zero-padding bits are inserted at the end of the last column of matrix . In this way, the interleaver can handle codewords  of any integer size.
The content of matrix  is then read out row-wise, starting from the first row. The  row is read as a -tuple  and mapped to a complex-valued symbol  according to the procedure described in [9] According to the modulation mapping therein specified, in the -tuple   bits are arranged in non-increasing order of bit-level capacity, i.e.,  have the highest bit-level capacity,  have the second highest bit-level capacity, …,   have the lowest bit-level capacity. 
The content of matrix  can be written as in Figure 4.
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[bookmark: _Ref491963060]Figure 4: Interleaver structure and mapping to modulation symbols.

This structure can be interpreted as a maximum-distance (MD) bits interleaver followed by a row bits interleaver. The interleaver jointly permutes systematic bits and parity-check bits and, at the same time, produces an ordering that maps systematic bits to the modulation label positions with higher reliability. In case of initial transmission (), the row interleaver is transparent, i.e., its output is the same as its input. 
We now consider the case of subsequent transmissions, i.e., the redundancy version is . In this case, the codeword is generated by a rate-matching block (RM) as shown in Figure 5. 
 [image: ]
[bookmark: _Ref492362580]Figure 5: block diagram of transmission scheme with rate matching using interleaved LDPC codes

The RM block writes the LDPC encoder output into a circular buffer and then starts reading the bits in the circular buffer from a certain position. The initial reading position in the circular buffer may correspond to an information bit or parity-check bit. Thus, the codeword  entering the interleaver may have one of the structures shown in Figure 6, where Figure 6(a) corresponds to initial transmission and Figure 6(b-d) may correspond to RM output for retransmissions.
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[bookmark: _Ref492362649]Figure 6: structure of NR LDPC codeword for initial transmission (a) and for retransmissions (b), (c), (d).

For all cases except case (a) in Figure 6, the systematic bits would not be all placed in the leftmost columns of matrix B. Therefore, those systematic bits would not be mapped to most reliable modulation bits by the interleaver of Figure 2. However, having parity-check bits mapped to most reliable positions may be beneficial in a retransmission following an initial transmission where systematic bits are mapped to most reliable modulation bits. This behaviour has been observed in simulations reported in Section 4.
In order to obtain the desired mapping of parity-check bits to most reliable modulation bits, the interleaver structure and mapping to modulation symbols shown in Figure 4 uses a row interleaver that permutes the bits in each matrix row prior to modulation mapping. The row interleaver permutes the m bits in each row of B in a way that, after interleaving, the parity-check bits are mapped to the most reliable positions in the modulation label (see Figure 4) for .
After QAM mapping, the complex symbols  are collected into vector  and then transmitted. The received vector  is demodulated to vector  consisting of log-likelihood values, then de-interleaved and de-rate-matched. Log-likelihood values are then combined with those obtained from prior transmissions, if any, then sent to the BP decoder. 

[bookmark: _Ref492898390]Simulation results
In the simulation results below reported, we evaluate the performance of NR LDPC codes with no interleaver, with random block interleavers and with the proposed interleaver (Figure 4). 
Random block interleavers (1st transmission)
Simulation assumptions are: LDPC base graph 1, 256-QAM, code rate 2/3, and flooding BP decoder with 50 iterations. AWGN channel is applied.
 
Figure 7: Performance comparison with/without interleaver, code rate = 2/3 and 256QAM (AWNG channel).

No gain is observed for block (random) interleaver because all the bits within each reliability degree of LDPC base graph are equally spread on every modulation bit level capacity, as for the  “no interleaver” case. The HSPA interleaver improves the bit-mapping of about 0.5 dB gain in AWGN, and it would show larger gain under fading channel. 

MD interleaver (1st transmission)
We evaluate the performance gains brought by the proposed bit-level interleaver for initial transmission. The interleaver used in this evaluation is the interleaver shown in Figure 4 with the row interleaver being transparent, i.e., its output is the same as its input. 
 The assumptions for AWGN channel simulations are summarized in Table 1. Parity-check matrices are constructed using base graph 1. 

	Channel
	AWGN

	Modulation
	256 QAM

	Codeword length
	12320, 9856, 7392

	Information word length
	4928

	Row interleaver
	Transparent

	Code rate
	0.4,0.5,0.667

	Decoding iterations
	50, flooding BP


[bookmark: _Ref491785035]Table 1: Simulation assumptions
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[bookmark: _Ref491785090]Figure 8: BLER vs. SNR of bit-interleaved LDPC (solid lines) compared with non-interleaved LDPC (dashed lines). Channel model is AWNG.

Figure 8 shows the BLER performance of an LDPC-coded system using the MD interleaver compared with an LDPC-coded system without interleaver. In these evaluations, it is assumed that  (i.e., initial transmission).
It is shown in Figure 8 that a gain of 0.25, 0.3, 0.625 dB corresponding to code rates 0.667, 0.5 and 0.4 is seen for BLER = 0.1.
We observe that significant gains can be obtained using this interleaver. 
[bookmark: _Ref492903074]Table 2: SNR gain for block length K=4928 bits. Modulation is 256QAM (AWGN channel).
	Code rate
	SNR gain @ BLER=10-1

	2/5
	0.625

	1/2
	0.3

	2/3
	0.25



Performance evaluation of NR-LDPC with MD interleaver has been also obtained using the TDL-C fading channel model with 200 ns delay spread. Information word length and codeword length are selected as in Table 2. 
[image: ]
Figure 9: BLER vs. SNR of bit-interleaved LDPC (solid lines) compared with non-interleaved LDPC (dashed lines). Channel model is TDL-C.

[bookmark: _Ref492903086]Table 3: SNR gain for block length K= 4928 bits. Modulation is 256 QAM. Channel: TDL-C.
	Code rate
	SNR gain @ BLER=10-1

	2/5
	0.75

	1/2
	0.5

	2/3
	0.3



Table 3 shows the gains obtained by the MD interleaver. It is observed that the MD interleaver in fading channel provides significant SNR gain.
Observation 1: Interleavers that map systematic bits to high reliability modulation label bits in the initial transmission can provide significant SNR gains with high-order modulations.
Based on these observations, we conclude that a bit-level interleaver that maps systematic bits to high-reliability modulation bits is beneficial in NR. Therefore, we propose what follows:
Proposal 1: NR adopts an LDPC coded bits interleaver that maps systematic bits to high reliability modulation label bits in the initial transmission.
Proposal 2: A block bit-level interleaver with the following size should be adopted in NR:
· the number of columns Cblk = the number of label bits of the scheduled QAM symbol
· the number of rows Rblk = ceil(n/Cblk)

MD interleaver (2nd transmission)
[bookmark: _GoBack]We evaluate the performance gains brought by the proposed bit-level interleaver scheme of Figure 4 when retransmissions are performed. The simulator performs two transmissions – an initial transmission followed by one retransmission. The initial transmission has , i.e., all the systematic bits in the codeword are mapped to highly reliable positions in the modulation label, i.e., the row interleaver is transparent. The retransmission has RV=3, i.e., with the starting point for reading the circular buffer begin  [11]. For retransmission, the row interleaver maps parity-check bits to high-reliability positions in the modulation label.
After retransmission, the demodulated LLRs obtained from initial transmission are combined with the LLRs obtained from retransmission and sent to the LDPC decoder. Main simulation parameters are shown in Table 4.
[bookmark: _Ref492562684]Table 4. Simulation parameters.
	Code rate
	0.5

	Base graph 
	BG1

	Lifting factor
	

	Number of information bits
	

	Number of coded bits
for each transmisssion
	

	Row interleaver
	· Transparent for 1st TX
· PC bits mapped to high-reliability for 2nd TX

	Modulation
	256QAM

	Channel
	AWGN

	Number of retransmissions
	2

	Number of decoder iterations
	50, flooding BP



Figure 11 shows the gain obtained using an MD interleaver (Fig.4) followed by row interleaver (Fig.7). The row interleaver maps systematic bits to high-reliability modulation bits in the initial transmission and parity-check bits to high-reliability modulation bits in the retransmission. A significant SNR gain – about 0.85dB – is observed @ BLER=10-1. 

[image: ]
[bookmark: _Ref492563362]Figure 11: BLER vs. SNR of bit-interleaved LDPC (solid lines) with initial transmission and one retransmission. Channel model is AWGN.

Based on the presented performance evaluation, we observe what follows:
Observation 2: Mapping parity-check bits to high reliability modulation label bits in retransmissions can provide further SNR gains.
Proposal 3: NR should consider LDPC coded bits interleavers that maps parity-check bits to high reliability modulation label bits in retransmissions. 

Conclusions
We have the following observations:
Observation 1: Interleavers that map systematic bits to high reliability modulation label bits in the initial transmission can provide significant SNR gains with high-order modulations.
Observation 2: Mapping parity-check bits to high reliability modulation label bits in retransmissions can provide further SNR gains.
Based on these observations, we conclude that a bit-level interleaver that maps systematic bits to high-reliability modulation bits is beneficial in NR. Therefore, we propose what follows:
Proposal 1: NR adopts an LDPC coded bits interleaver that maps systematic bits to high reliability modulation label bits in the initial transmission.
Proposal 2: A block bit-level interleaver with the following size should be adopted in NR:
· the number of cloumns Cblk = the number of label bits of the scheduled QAM symbol
· the number of rows Rblk = ceil(n/Cblk)
Proposal 3: NR should consider LDPC coded bits interleavers that maps parity-check bits to high reliability modulation label bits in retransmissions. 
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