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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1 NR#2 ‎[1], the following agreements on RBG size were achieved: 
Agreements:
· [bookmark: OLE_LINK48][bookmark: OLE_LINK49]For PDSCH/PUSCH, the RBG size/number can be changed along with the change of the BWP used for resource allocation.
· FFS: If one or multiple of following option(s) is/are also used for RBG size/number determination:
· Opt. 1: Semi-statically configured size of Type0 RA bitmap. 
· Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap.
· Opt. 2: Semi-statically configured RBG size(s) per BWP for deriving number of RBGs.
· Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· FFS: Dynamic switching of RBG size(s). 
· Opt. 3: DCI format/DCI format size (e.g. a compact DCI may be with a larger RBG size than a normal DCI).
· Opt. 4: Transmission durations (e.g. a shorter-duration transmission may be with a larger RBG size than a longer one).
· Opt. 5: RBG size is determined depending on the size of the BWP.
· Other options are not precluded.
In the meeting RAN1#86bis ‎[2], it was agreed that 
[bookmark: OLE_LINK7]Agreements:
NR supports some combinations of following:
· For the purpose of designing time-domain resource allocation scheme from UE perspective, assuming no prior information of DL/UL assignment, scheduling DCI informs the UE of the time-domain information of the scheduled PDSCH or PUSCH
· [bookmark: OLE_LINK633][bookmark: OLE_LINK634]Following is informed to the UE:
· One-slot case:
· Starting symbol and ending symbol in the slot.
· Which slot it applies to
· Multi-slot case:
· Opt.1: Starting symbol and ending symbol of each slot of the aggregated slots, and the starting slot and ending slot where it is applied to
· [bookmark: OLE_LINK631][bookmark: OLE_LINK632]Opt.2: Starting symbol and ending symbol of a slot, and the starting slot and ending slot where it is applied to
· The starting symbol and ending symbol are applied to all the aggregated slots
· Opt.3: Starting symbol, starting slot, and the ending symbol and ending slot
· Non-slot (i.e., mini-slot) case:
· Starting symbol and ending symbol
· FFS: starting symbol is:
· Opt.1: Starting symbol of a slot
· UE is also informed of which slot it applies to
· Opt.2: Symbol number from the start of the PDCCH where scheduling PDCCH is included
· FFS: ending symbol is:
· Opt.1: Ending symbol of a slot
· UE is also informed of which slot it applies to
· [bookmark: OLE_LINK79][bookmark: OLE_LINK80]Opt.2: Symbol number from the starting symbol
Agreements:
· [bookmark: OLE_LINK10]Slot aggregation is supported
· Data transmission can be scheduled to span one or multiple slots
Besides, in the last meeting ‎[3], it was agreed that
Agreements:
2. Single maximum TB size is defined for the reference case, and is not exceeded.
· Reference case is a slot with 14 symbols.
Agreements:
· RAN1 strives for finding TBS determination by using a formula
· The formula has following as parameters:
· The number of layers the codeword is mapped onto
· Time/frequency resource the PDSCH/PUSCH is scheduled
· Opt.1: The total number of REs available for the PDSCH/PUSCH
· Opt.2: Reference number of REs per slot/mini-slot per PRB and the number of PRB(s) for carrying the PDSCH/PUSCH
· FFS: Details of reference number
· FFS: for the case of more than one slot
· Modulation order
· Coding rate
· RAN1 should also consider at least the following:
· Whether the system can work without ensuring to enable giving the knowledge for decoding the re-transmission without the knowledge of initial transmission
· Ensuring to enable the same TBS between initial transmission and re-transmission with the same/different number of PRBs or the same/different number of symbols in some cases
· Code-block segmentation
· [bookmark: OLE_LINK343][bookmark: OLE_LINK344][bookmark: OLE_LINK345]TBS determination for specific packet sizes (e.g., VoIP, etc)
· TBS determination for specific services (e.g., URLLC, etc)
· Possibility of decoupling the coding rate and modulation order for some cases
· Note: Byte alignment is required
· Note: in addition to the formula, table(s) may be needed to determine the TBS value
[bookmark: OLE_LINK73][bookmark: OLE_LINK74]In this contribution, the scheduling and resource allocation mechanism for bandwidth parts (BWPs) is discussed. Moreover, RBG size determination and TBS/MCS determination are investigated.
[bookmark: _Ref129681832]Scheduling and resource allocation mechanism
Dynamic resource allocation of different numerologies
In RAN1#87 ‎[4], it was agreed that NR strives for efficient support of dynamic resource allocation of different numerologies in FDM/TDM fashion. One feasible approach is illustrated in Figure 1, wherein two BWPs with different numerologies are configured to UE1 and UE2 separately, and the two BWPs are partially overlapped in the frequency domain. For the CSI measurement within one BWP, if the CSI-RS is collided with data/RS in another BWP, the collision region in another BWP could be rate matched.  Consequently, CSI information over the two BWPs is known at gNB side by UE reporting, and dynamic resource allocation with different numerologies in a FDM manner could be achieved by gNB scheduling.
[image: ]
[bookmark: _Ref492462551]Figure 1. Dynamic resource allocation of different numerologies
Proposal 1: BWPs with different numerologies could be overlapped, and rate matching for CSI-RS of another BWP in the overlapping region could be considered.
Self-BWP scheduling and cross-BWP scheduling
In cross-BWP scheduling, the CORESET and the corresponding data are transmitted in different BWPs. Since separate sets of BWP configurations for DL and UL per component carrier are supported ‎[1], the cross-BWP scheduling is actually already supported for the case of UL data scheduling. For the DL data scheduling, as discussed in our companion contribution ‎[5], cross-BWP scheduling can be adopted to implement the activation/deactivation of BWPs in bandwidth adaptation, as shown in Figure 2. 
[image: ]
[bookmark: _Ref492462599]Figure 2. Self-BWP scheduling and cross-BWP scheduling in bandwidth adaptation
RBG size determination
In meeting RAN1 NR#2, the following options were considered to determine the RBG size. Here, we highlight the pros and cons of each option:
· Opt. 1: Semi-statically configured size of Type0 RA bitmap. Number and size of RBGs for a RA is determined based on size of BWP and the size of the bitmap.
· Pros: The length of the RA field is configured semi-statically, the direct benefit is that the payload of DCI is not changeable with the BWP switching, thus the blind detection overhead is reduced.
· Cons: How to configure a reasonable bitmap size needs further study. A larger size introduces overhead while a smaller size may lead to an unreasonable RBG size.        
· Opt. 2: Semi-statically configured RBG size(s) per BWP for deriving number of RBGs. Number of RBGs in the BWP is determined by size of the BWP and the configured/indicated RBG size(s). 
· Pros: The RBG size can be reconfigured for the same BWP, which provides the flexibility of resource allocation.
· Cons: The bitmap adopted for resource allocation may be different for different BWPs. And the DCI blind detection complexity might be increased.
· Opt. 3: DCI format/DCI format size (e.g. a compact DCI may be with a larger RBG size than a normal DCI).
· Pros: The length of the bitmap is reduced for the compact DCI, which improves the coverage of the compact DCI.
· Cons: Needs more designs for different DCI format.
· Opt. 4: Transmission durations (e.g. a shorter-duration transmission may be with a larger RBG size than a longer one).
· Pros: The DCI payload might be kept unchanged with the variable durations.
· Cons: If the RBG size depends on the number of symbols, not only the complexity of scheduling and resource allocation will increase but also resource fragmentation will be incurred.
· Opt. 5: RBG size is determined depending on the size of the BWP.
· Pros: For BWP with different sizes, the RBG size should be different similar to LTE to limit the payload of DCI.
· Cons: The problem is how to keep the same size of the bitmap for different BWPs.
[bookmark: OLE_LINK160][bookmark: OLE_LINK161]In our view, the association between RBG size and the BWP size can be predetermined or configured similar to LTE. To provide a flexible granularity for resource allocation, multiple RBG sizes can be associated with the same BWP size, and the selected RBG size can be further indicated. In other words, the combination of Opt. 2 and Opt. 5 should be supported. 
Proposal 2: RBG size set is determined by the size of the BWP. RBG size is configured/indicated within the set.
In order to improve the performance and reduce the scheduling signalling overhead, different transport channels such as system information block and unicast PDSCH may have different RBG sizes. For example, larger RBG sizes, such as 8 or 16, can be used for common channel transmissions. For UE-specific channel transmission, smaller RBG sizes, such as 2 or 3 or 4, can be selected based on the bandwidth of BWP. Furthermore, different DCI formats or DCI scrambling RNTIs correspond to different channel transmissions. For example, SI-RNTI is used for system information scheduling and C-RNTI is used for UE-specific scheduling. Therefore, gNB and UE can determine RBG size based on the DCI format or DCI scrambling RNTI, and thus, Opt. 3 should be also supported.
Proposal 3: NR supports different RBG sizes for different DCI formats or DCI scrambling RNTIs.
As mentioned in the cross-BWP scheduling section, to keep the same payload size of DCI for different BWPs, one method is to set the size of Type0 RA bitmap as the maximum RBG number in the configured BWPs ‎[5], as illustrated in Figure 3.
[image: ]
[bookmark: _Ref492462632]Figure 3. Same DCI payload size for self-BWP and cross-BWP scheduling
Proposal 4: The size of Type0 RA bitmap is the maximum RBG number in the configured BWPs.
RBG size for data channel multiplexing with control channel
In order to increase the resource utilization efficiency, some control resources can be dynamically multiplexed for data channel as agreed in RAN1#87 ‎[4]. If control resources are used for data transmission, in order to make the full use of control channel resources, the RBG size for data transmission should be same with the frequency granularity of control channel as much as possible. The candidate RBG sizes can be predefined as 2, 3, 6 to align with all possible REG bundling sizes in frequency domain ‎[6].
Proposal 5: The RBG size could be the same with REG bundling size in frequency domain in order to efficiently enable dynamic multiplexing of control and data channels. 
•	RBG size of 3 and 6 should also be supported in NR.
[bookmark: _Ref492548138]Data transmission duration discussion
As described in [8], there are three main cases of data transmission duration which can be summarized as follows:
[bookmark: OLE_LINK25]Case 1: One slot case, such as duration 2 in Figure 4.
[image: ]
[bookmark: _Ref492547252]Figure 4. Data transmission duration for slot based transmission.
Case 2: Multi-slot case, including slot aggregation and mini-slot and slot aggregation. The aggregated slots could be contiguous as in duration 1 in Figure 4, or non-contiguous as shown in Figure 5.
[image: ]
[bookmark: _Ref492547405]Figure 5. Data transmission duration for cross-slot scheduling.
Case 3: Non-slot case (i.e., mini-slot), such as the durations in Figure 6. The OFDM symbols included in the mini-slot could be non-contiguous as shown in Figure 6.


[bookmark: _Ref492547424]Figure 6. The data transmission duration for transmission in mm-wave bands.
How to design the indication to support the data transmission duration cases above should be studied.
[bookmark: OLE_LINK637][bookmark: OLE_LINK638][bookmark: OLE_LINK639]For multi-slot case, in order to reduce the overhead of signaling and support the non-contiguous resource allocation as shown in Figure 5, the Opt.2 should be supported that the starting symbol and ending symbol of the first slot is informed to the UE and the starting symbol and ending symbol are applied to all the aggregated slots.
[bookmark: OLE_LINK640][bookmark: OLE_LINK641][bookmark: OLE_LINK642][bookmark: OLE_LINK643]Proposal 6: For multi-slot case, the Opt.2 should be supported that the starting symbol and ending symbol of one slot is informed to the UE and the starting symbol and ending symbol are applied to all the aggregated slots.
Data transmission duration indication for different traffic
As agreed in RAN1#87 ‎[4], for non-slot based transmission, different data durations from 2 to slot length -1 can be scheduled, which can be explicitly indicated in the scheduling DCI. For different traffics with different latency requirements, the range of data duration may be different.
For some extremely urgent traffic, only 1/2-symbol data transmission duration will be scheduled. For such UE, the data transmission duration indication field needs 1 bit, or even no bit. Such compact DCI with no indication about data transmission duration can improve the reliability of receiving PDCCH. For some less urgent traffic, the range of data duration is larger, which means more bits for the data transmission duration indication field.
Based on the above discussion, DCI with different field size for data transmission duration indication can be used for URLLC UE with different traffic. 
Observation 1: When different data durations are supported, the specific range of data duration can be different to support different traffics.
Observation 2: In some cases, the field size for data transmission duration indication can be reduced or even be omitted, which can avoid unnecessary overhead.
Proposal 7: DCI with different field size for data transmission duration indication can be used for URLLC UE with different traffics.
For the data transmission duration including non-contiguous OFDM symbols, such as Figure 6, in order to skip some symbols, additional signalling is needed. That is to say in order to indicate all data transmission duration cases listed in Section ‎2.5, not only the starting symbol, ending symbol, starting slot and ending slot should be indicated, but also some signalling is needed to indicate the skipped or reserved symbols.
[bookmark: OLE_LINK55][bookmark: OLE_LINK56]Proposal 8: For time domain resource allocation of data transmission, the skipped or reserved time domain resources should be indicated to the UEs.
TBS and MCS determination
[bookmark: OLE_LINK69][bookmark: OLE_LINK70]TBS determination
In agreement on TBS RAN1 strives for finding TBS determination by using a formula. Essentially, the TBS is calculated by multiplying the total number of available REs with the number of spatially multiplexed layers, the number of bits per QAM symbol and the target coding rate. Note that the total number of available REs (option 1) can be determined based on the resource allocation indicated in NR-PDCCH and the overhead can be determined considering all the potential RS (DMRS, CSI-RS) and reserved resources. Compared with reference number of RE (option2), option1 provides more efficient spectrum efficiency and avoid additional signalling overhead. The number of spatial layers will also be indicated by NR-PDCCH. The modulation order and target coding rate can be determined based on a predefined table and the combination of modulation and target coding rate can be signalled in NR-PDCCH. 
Due to different highly configurable reference signals, there are many possible values for total number of available REs. The number of available REs is changed dynamically based on the data scheduling and RS transmission. The calculated values of TBS vary with different numbers of available REs, which may affect the data packet segment. Therefore, if TBS is determined by total number of available REs for PDSCH/PUSCH, the performance could not be acceptable. Furthermore, the TBS for initial transmission and retransmission may be different, since the number of available REs allocated for initial transmission and retransmission may be different. Contrarily, if TBS is determined by the quantization of the total number of available REs, the same TBS for initial transmission and retransmission could be guaranteed. In addition, TBS could be limited to appropriate values while different number of REs within a certain range corresponding to the same TBS. Based on the above analysis, the quantization of the total number of available REs should be approved to determine TBS.
Proposal 9: In NR, a formula based TBS determination with enhancement of option 1 should be supported, e.g. using the quantization of the total number of available REs.
To be more specific, the quantization of the total number of available REs could be determined by some designed rules. One possible example for designed rules is that the quantization of the total number of available REs is defined by a fixed interval. Different numbers of REs within a certain range correspond to the same quantization value and TBS. For example, when the range is equal to 4, if the number of available REs is 120 or 121 or 122 or 123, the same TBS value will be used to transmit data by the selected quantization value as 120. Compared to the configured reference number of REs, the signaling overhead could be decreased.
[bookmark: OLE_LINK542]Proposal 10: The quantization of the total number of available REs could be determined by some designed rules, such as by a fixed interval.
According to actual demands, the packet size for different traffic types may be different. As such, the design of TBS should be aligned with the packet size. An example of TBS for EVS codec is provided in Table 2 in the appendix. In order to guarantee a proper and reliable TBS, the TBS determination should consider the characteristic of the traffic types. Due to the frequent and wide application of the voices services like VoIP and EVS, the TBS determination should consider the specific packet sizes like the VoIP, EVS, etc.  
Proposal 11: TBS determination should support the specific packet sizes like the VoIP, EVS and URLLC etc.
Based on the data scheduling and RS transmission, the number of available REs changes dynamically and flexibly. The TBS calculated by the formula changes according to the various numbers of available REs, resulting in numerous TBS values. Due to the over flexibility of the formula, the TBS calculated by the formula for the special traffic type would be not aligned with the proper packet size. 
For services with fixed TBS in a semi-static manner, like VoIP packet, AMR and EVS codec, the typical MAC packet sizes are certain values, an example of TBS size for the EVS codec is provided in Table 2 in the appendix; in addition to the formula based approach, a TBS table can be defined which includes a set of specific values considering typical packets sizes. As an example, a set of TBS values is provided in Table 1. gNB can configure one value of the TBS table semi-statically to the UE. 
For other small packet services with non-fixed TBS, like burst URLLC, in addition to the formula based approach, a TBS table can be defined as well, as an example, a set of TBS values is provided in Table 1. For this UE, an intermediate result is first calculated based on the mentioned formula. Then, if the intermediate result is smaller than a certain threshold, the TBS is selected from the TBS table as the one which is closest to the result. This method not only optimizes small size packet performance, but also applies to packet of any size and has a good forward compatibility.
[bookmark: _Ref492555328]Table 1. TBS values for small packet sizes
[8,16,24, 32, 40, 48,56, 64,72, 88, 104, 120, 136, 144, 152, 176, 208, 224, 256, 280, 288, 296, 328, 336, 344, 376, 392, 408, 424, 440, 456, 472, 488, 504, 520, 536
Proposal 12: For some services with fixed TBS, gNB can configure the TBS value semi-statically to the UE. For some services with non-fixed TBS, the TBS value is selected from TBS table as the one closet to the result calculated from the formula.
For the data scheduling with slot aggregation, the different TBS determination should be designed for the different options of slot number(s) per TB described in our contribution ‎[7]. 
For one TB only mapping on one slot, the TBS should be determined per slot while there is only one slot for one TB. In this case, for the repetition transmission, the TBS value should be the same for multiple slots. The TBS of a slot can be calculated according to the quantization of the total number of available REs for that slot using the method proposed above. Another approach is that UE can only calculate the TBS of the first slot and the TBS of other slot(s) is pre-defined to be the same as the TBS of the first slot.  
For one TB mapping on multiple slots, the TBS should be determined per TB. The number of available REs should be counted for the whole TB while there are N slots for one TB. The TBS can be calculated by the quantization of the total number of available REs for the whole TB using the method proposed above. On the other hand, it is agreed in the last meeting that a single maximum TBS is defined for the reference case, and is not exceeded. For one TB mapping on multiple slots, the restriction of resource allocation should be considered. For example, the number of total scheduling PRBs or symbols should be limited to a maximum number.
Proposal 13: For one TB mapping on multiple slots, the restriction of resource allocation should be considered.
[bookmark: OLE_LINK45][bookmark: OLE_LINK38][bookmark: OLE_LINK5][bookmark: OLE_LINK4]MCS determination
[bookmark: OLE_LINK27][bookmark: OLE_LINK23]For MCS table design, the following principles should be considered. Firstly, in order to support adaptive retransmission, reserved entries for modulation order signaling should be considered. Then, considering the performance and requirement of different traffic types and UE’s capability, the highest code rate should be determined. Furthermore, the design of MCS values should be considered combining the CQI value, e.g. the CQI value should be taken as the starting point for design. Besides, the existence of overlapping spectral efficiency of different modulations deserves further study. Additionally, it should be considered whether the MCS entries should be chosen as equally spaced between adjacent spectral efficiencies.
In terms of various traffic services, such as eMBB and URLLC, different MCS determination methods should be studied for different transmission cases. For example, for URLLC and small packet, the values of MCS can be smaller with little granularity and lower code rates. For eMBB and large packet, the values of MCS may be larger with large interval and higher code rates. Considering different traffic types with different target code rates, multiple MCS tables can be designed.
[bookmark: OLE_LINK34][bookmark: OLE_LINK33][bookmark: OLE_LINK71]Proposal 14: Multiple MCS tables can be considered for different traffic types.
In general, the above approach can be used regardless of the use cases and service types. However, some specific optimizations can also be considered for use cases such as URLLC. With a high reliability and low latency requirement, most likely URLLC favors a lower modulation order and coding rate than eMBB. As an example, we examine the performance of one cell-edge UE (5th percentile DL Geometry, -5dB). The instantaneous SINR traces and the SINR CDF of this UE is shown in Figure 7. In order to meet 1e-5 BLER requirement within 1ms, the MCS corresponding to 0.001% in instantaneous SNR CDF (as low as -15dB for 1Tx-1Rx), should be supported for URLLC due to the hard delay restriction even in extreme channel conditions. For eMBB, there is no need to consider very extreme channel conditions since the gNB could select good channel condition or rely on retransmission due to fact that the delay constraint is more relaxed. On the other hand, from spectrum efficiency aspect, higher MCS level is also useful for URLLC UE with good channel condition. Larger TBS with high reliability and low latency requirement may exist in future. Hence, higher MCS level should also be supported to improve the spectrum efficiency. As one simple solution, an extended MCS table covering both lower and higher MCS could be adopted. 
[bookmark: OLE_LINK479][bookmark: OLE_LINK480]Proposal 15: New MCS entries targeting low coding rate region should be defined for URLLC. 
Generally, UEs at different geometry will experience different channel conditions. The channel condition will also be impacted by a number of other factors, e.g. antenna configurations. Therefore, it is possible to configure different MCS tables for different UEs. From specification point of view, one extended MCS table can be defined. For each UE, a smaller MCS table can be UE-specifically configured by selecting entries from the larger MCS table. This may also be beneficial to reduce the control signaling overhead.
[bookmark: OLE_LINK477][bookmark: OLE_LINK478]Proposal 16: A UE-specific MCS mapping table can be considered for URLLC.
[image: C:\Users\x00389386\Desktop\yw temp\截图1.PNG][image: C:\Users\x00389386\Desktop\yw temp\截图2.PNG]
[bookmark: _Ref492555038][bookmark: _Ref492480030][bookmark: _Ref489888655]Figure 7. Traces and CDF of SINR for a cell-edge UE (5th percentile DL Geometry, -5dB)
[bookmark: _GoBack][bookmark: OLE_LINK43][bookmark: OLE_LINK44]Conclusions
According to the above discussions, we have the following proposals and observations:
[bookmark: OLE_LINK6]Proposal 1: BWPs with different numerologies could be overlapped, and rate matching for CSI-RS of another BWP in the overlapping region could be considered.
Proposal 2: RBG size set is determined by the size of the BWP. RBG size is configured/indicated within the set.
Proposal 3: NR supports different RBG sizes for different DCI formats or DCI scrambling RNTIs.
Proposal 4: The size of Type0 RA bitmap is the maximum RBG number in the configured BWPs.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Proposal 5: The RBG size could be the same with REG bundling size in frequency domain in order to efficiently enable dynamic multiplexing of control and data channels. 
•	RBG size of 3 and 6 should also be supported in NR.
Proposal 6: For multi-slot case, the Opt.2 should be supported that the starting symbol and ending symbol of one slot is informed to the UE and the starting symbol and ending symbol are applied to all the aggregated slots.
Observation 1: When different data durations are supported, the specific range of data duration can be different to support different traffics.
Observation 2: In some cases, the field size for data transmission duration indication can be reduced or even be omitted, which can avoid unnecessary overhead.
Proposal 7: DCI with different field size for data transmission duration indication can be used for URLLC UE with different traffics.
Proposal 8: For time domain resource allocation of data transmission, the skipped or reserved time domain resources should be indicated to the UEs.
[bookmark: OLE_LINK588][bookmark: OLE_LINK589][bookmark: OLE_LINK571][bookmark: OLE_LINK570]Proposal 9: In NR, a formula based TBS determination with enhancement of option 1 should be supported, e.g. using the quantization of the total number of available REs.
Proposal 10: The quantization of the total number of available REs could be determined by some designed rules, such as by a fixed interval.
Proposal 11: TBS determination should support the specific packet sizes like the VoIP, EVS and URLLC etc.
Proposal 12: For some services with fixed TBS, gNB can configure the TBS value semi-statically to the UE. For some services with non-fixed TBS, the TBS value is selected from TBS table as the one closet to the result calculated from the formula.
Proposal 13: For one TB mapping on multiple slots, the restriction of resource allocation should be considered.
Proposal 14: Multiple MCS tables can be considered for different traffic types.
Proposal 15: New MCS entries targeting low coding rate region should be defined for URLLC. 
Proposal 16: A UE-specific MCS mapping table can be considered for URLLC.
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Appendix – Example: TBS for EVS codec
An example of the TBS table for EVS codec in LTE is as follows:
[bookmark: _Ref492555417]Table 2. Bit-rates and TBS for EVS codec
	Source codec bit-rate (kbit/s)
	SDU
	Header
	MAC PDU (ROHC)
	MAC PDU (Non ROHC)

	2.4 (SID in DTX operation)
	48
	56
	120
	416

	5.9 With instantaneous rates of 2.8, 7.2, 8.0
	56, 144, 160
	64,152,168
	128, 216, 232
	424, 512, 528

	7.2
	144
	152
	216
	512

	9.6
	192
	200
	264
	560

	13.2
	264
	272
	336
	632

	…
	….
	…
	…
	…
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