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1. [bookmark: _Ref462751722][bookmark: _GoBack]Introduction
[bookmark: _Ref470449758][bookmark: _Ref462751328]This contribution focuses on delivery of timing information – i.e., SS block index, SFN, and 0ms/5ms burst-set start location – in PBCH, and its implication on the Polar code design.  Number of hypotheses and resulting blind decodes for one-shot as well and soft-combining are studied.  The proposed design 
1. eliminates blind decodes for soft combining PBCH from two arbitrary SS blocks within or across burst-sets, for ;
2. reduce blind decodes to  for soft combining PBCH from two arbitrary SS blocks within or across burst-sets, for ;
even though entire timing info except 2 bits are explicitly carried in the PBCH payload. Moreover, for each decode attempt, there is only one CRC check, therefore there is also the natural benefit of reduced CRC false pass.
We have the following guidance from RAN1#89 towards delivery of timing information and towards optimizing burst-set pattern (location of  blocks within the 5ms window):Agreement:
· Polar coding is adopted for NR-PBCH
· Using same polar code construction as for the control channel
· Nmax = 512
· Working assumption that the data, including time index if carried by NR-PBCH excluding DMRS, is transmitted explicitly	
· Can be revisited if significant benefit is shown from partial implicit transmission of time index if allowed by the polar code design



Agreements:
· For the possible SS block time locations following mapping is followed:
· In the mapping with 15 and 30 kHz subcarreir spacing, following requirements are met 
· At least [1 or 2] symbol are preserved for DL control at the beginning of the slot of 14 symbols
· At least 2 symbols are preserved for e.g. guard period and UL control at the end of the slot of 14 symbols
· Note: slot is defined based on SS subcarrier spacing
· At most two possible  SS block time locations are mapped to one slot of 14 symbols
· In the mapping with 120 kHz subcarreir spacing, following requirements are met 
· At least 2 symbol are preserved for DL control at the beginning of the slot of 14 symbols
· At least 2 symbols are preserved for e.g. guard period and UL control at the end of the slot of 14 symbols
· Note: slot is defined based on SS subcarrier spacing
· At most two possible  SS block time locations are mapped to one slot of 14 symbols
· In the mapping with 240 kHz subcarrier spacing across two consecutive slots, following requirements are met 
· At least 4 symbol are preserved for DL control at the beginning of the first slot of 14 symbols
· At least 4 symbols are preserved for e.g. guard period and UL control at the end of the second slot of 14 symbols
· Note: slot is defined by 240 kHz subcarrier spacing
· At most four possible  SS block time locations are mapped to two consecutive slots of 14 symbols each
· SS block does not cross the middle of the slot of 14 symbols defined by 15 kHz sub-carrier spacing
· Mapping of SS block time locations for NR unlicensed band operation is FFS
· Above agreements does not preclude 7 OFDM symbol slot operation
Agreements:
· The transmission of SS blocks within SS burst set is confined to a 5 ms window regardless of SS burst set periodicity
· Within this 5 ms window, number of possible candidate SS block locations is L
· The maximum number of SS-blocks within SS burst set, L, for different frequency ranges are
· For frequency range up to 3 GHz, L is 4
· For frequency range from 3 GHz to 6 GHz, L is 8
· For frequency range from 6 GHz to 52.6 GHz, L is 64
· Note that RAN1 assumes minimum number of SS blocks transmitted within each SS burst set is one to define performance requirements


2. Background and design
2.1 Timing info in NR
For reference, different logical bitfields of the timing info are given in Figure 1.  Field floor(SFN/8), i.e., , gives timing upto BCH TTI resolution, over which MIB content is guaranteed to be fixed. Next field  given burst-set index within a BCH TTI; since burst-set period can be as short as 5ms, there are 16 burst-sets within a BCH TTI. Last field,  gives SS block index within a burst-set.
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[bookmark: _Ref481764198][bookmark: _Ref481764180]Figure 1: Timing information bit fields, assuming 10bit SFN.
2.2 Delivery of timing info
As described in companion contribution [1], 
· bits  and  are conveyed in SSS/DMRS, 
· whereas all other timing bits are carried explicitly in PBCH payload.  
· Bits  and  (in addition to PCI) also determine the scrambling of PBCH, where scrambling is intended for inter-cell interference randomization and implicitly serves to confirm bits  and . 
Conveying more than 1—2 bits in DMRS can put significant restrictions on cell planning, due to adverse cross-correlations amongst the larger pool of sequences [1].  Therefore, info in SSS/DMRS is limited to 2 bits, specifically,  and .
Proposal 1: Bits  and  – i.e., bits denoting 20ms windows in BCH TTI – are conveyed in SSS/DMRS, whereas all other timing bits are carried explicitly in PBCH payload.  Furthermore, bits  and  also determine the cell-specific scrambling of PBCH. No special design for polar code is needed in for PBCH, and the same design for PDCCH can apply.
Observation 1: Given  detection from SSS/DMRS, no blind decodes are incurred due to pseudo-random scrambling of coded rate-matched PBCH bits. As a corollary, the UE also knows whether the two detected burst-sets are from within a BCH TTI or straddling the BCH TTI boundary.
We also note that bits  in PBCH payload are identical across 20ms samples, and therefore do not incur any blind decodes when combining across burst-sets 20ms apart.  MSBs of SFN  also stay constant over entire BCH TTI.  
Therefore, the bits in PBCH payload that change over BCH TTI – and thus incur blind decodes – are only bits , i.e., SS block index.  Therefore we focus our attention to a burst-set design, since SS block index within a burst-set is the only source of blind decodes. 
Next we review soft combining procedure when info bits at selected known bit locations may change between transmissions, before investigating burst-set design and reducing the number of needed blind decodes.
2.3 [bookmark: _Ref485396352]Soft combining PBCH from different blocks of a burst-set
Let (column) vector  denote PBCH payload for SS block index , where the block index is explicitly carried in payload (e.g., in 6 LSB bits).  Let  denote bit-difference (xor) between payloads of PBCHs in blocks  and ; within BCH TTI this depends on only  (bit-difference between block indices).
For soft combining PBCH from blocks  and , the UE can hypothesize on bit-difference .  In other words, PBCH codewords  and  sent in SS blocks  and , respectively, are a scrambled version of each other:

           
where  is the (tall) generator matrix, and the scrambling sequence   is itself a codeword.
When UE detects two SS blocks time  OFDM symbols apart, it may not know their respective indices  and .  All possible block pair hypotheses are 
, 
where  denotes the transmission time (starting OFDM symbol index) of SS block .  However, UE does not need to test hypotheses on absolute block indices; instead, UE can test hypotheses on bit-difference between blocks’ respective indices.  Therefore, we note that the number of blind decodes is always less than or equal the number of block pair hypotheses, .  Specifically, there is one decode per bit-difference vector in the set,
 ,
where  is the set of all bit-difference hypotheses between block indices  and  that are time  apart in the burst-set.  Since multiple block index hypotheses  may have the same bit-difference ; therefore 
.
The set of block pairs  – namely,  2-tuples commensurate with time-gap  between blocks  and  – clearly depends on burst-set pattern.  Similarly, the set  depends on the burst-set pattern as well the logical indices allocated to the blocks. Next, we’ll focus on designing burst-set patterns where we can eliminate blind decodes, i.e., obtain  for burst-set with  SS blocks, and keep  for .
3. [bookmark: _Ref485825937]SS burst-set composition
Burst-set pattern for  blocks forms our basic unit; this unit is tiled to obtain the burst-set pattern for =8 & . 
3.1 Burst-set composition for 
For , SS blocks start in OFDM symbols ; this is depicited in Figure 2 below. We note that  are marks of an order-4 Golomb ruler.  That is, the distance between each pair of marks (SS blocks) is unique. These 4-choose-2 unique inter-mark distances are 4, 6, 9, 13, 15 and 19 OFDM symbols, as also depicted in the figure.  
[image: ]
[bookmark: _Ref485393480]Figure 2: Burst-set pattern with  SS blocks
Observation 2: For burst-set with  blocks, each pair of blocks has a unique inter-block distance. These 4-choose-2 unique distances are .
Therefore, when UE detects two SS blocks at distance  OFDM symbols apart, it knows exactly which two blocks it is detecting.  Hence, no blind decodes are needed. UE may even treat block indices in payload as frozen bits.  Specifically, for , we have that 
Proposal 2: For burst-set with  SS blocks, the blocks start in OFDM symbols .
3.2 Burst-set composition for 
The above burst-set pattern is tiled to obtain the pattern with  SS blocks.  This is depicted in Figure 3 below, with 3-bit block indices also shown.
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[bookmark: _Ref485395477]Figure 3: Burst-set pattern with  SS blocks
Now the inter-block distances are not unique anymore. E.g., there are two pairs –  and  – with inter-block distance of  OFDM symbols.  I.e., .  If UE detects two blocks at distance  OFDM symbols apart, UE would not know which pair it is detecting. But, importantly, bit-difference of indices in each pair is the same, namely, .  I.e., . Therefore, UE can still soft combine the two blocks according to bit-difference , as shown in Section 2.2.  Hence, once again, no blind decodes are needed.  
Further inspection of the burst-set pattern shows that the above property is true for all inter-block distances, not just  OFDM symbols.  For all pairs of blocks that have the same inter-block distance, the bit difference between their indices is also identical. That is, we have, .
Formally, let  denote the distance (in OFDM symbols) between blocks  and .  Then above burst-set pattern satisfies the property that: 
Observation 3: For any two pairs of blocks  and  such that , we have that  and thus . In words, all block pairs with the same inter-block distance have the same bit-difference between their indices (and thus the same bit-difference between their PBCH payloads.)
The unique bit-difference between block indices for each possible value of inter-block distance is shown in Table 2. 
Table 1: Bit-difference between block indices corresponding to inter-block distance
	Distance between blocks (OFDM symbols)

	Bit difference (xor) between block indices


	4
	1     1     1

	6
(highlighted in figure)
	0     1     1

	9
	0     0     1

	13
	1     1     0

	15
	0     1     0

	19
	1     0     1

	22
	1     1     1

	24
	0     1     1

	28
	1     0     0

	32
	0     1     1

	34
	1     1     1

	37
	1     0     1

	41
	0     1     0

	43
	1     1     0

	47
	0     0     1



Even though there are multiple hypotheses for absolute block indices for blocks at distance , there is only one hypothesis on the bit-difference between their indices. Therefore, UE can soft combine the SS blocks without multiple blind decodes, using bit-difference corresponding the time-gap  between the receptions of the blocks.
Proposal 3: Burst-set pattern with  SS blocks is obtained by tiling the burst-set pattern for .
3.3 Burst-set composition for 
Once again, the burst-set for  is obtained by further tiling the burst-set for ; see Figure 2 and Figure 3 for reference.  In this case, we have . For each value of inter-block distance , there are up to five possible values for bit-difference vector , and therefore, UE may need to perform five decodes in the worst-case (to test all possible soft combining hypotheses.) Median number of decodes is 3.  The number of possible block index pairs,, and the number of decodes needed, , for each possible value of inter-block distance  is shown in Figure 4 below.
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[bookmark: _Ref485422764]Figure 4: Number of blind decodes for combining PBCH from two SS blocks Δ OFDM symbols apart
  
Proposal 4: Burst-set pattern with  SS blocks is obtained by further tiling the burst-set pattern for .
4. Blind decodes and CRC false pass
Last, we comment on error floor due to CRC.  In the proposed design above, there is just one CRC check per decode attempt; there is no further hypotheses testing on CRC of the decoded message.  Therefore number of CRC checks is the same as the number of decode attempts.  The CRC error floor is then caused by the wrong decoding hypotheses; (for the one correct decoding hypothesis CRC false pass is further suppressed by decoding error probability.)  Let us revisit the number of decodes using an example: 
Consider  case. Suppose UE detects two arbitrary SS blocks from a burst-set at times  and  respectively, and suppose the SINR is such that UE needs to combine these blocks across two burst-sets – so a total of 4 blocks from times  respectively – to successfully decode. Then total number of decodes is:
· 1 decode to soft combine two blocks from times  of the first burst-set; if this fails, 
· another 1 decode to soft combine four blocks from  across two burst-sets.
· We note that conveying bits  and  in SSS/DMRS saved blind decodes due to otherwise unknown scrambling
Similarly, for  case. “1 decode” in above steps is replaced with “up to 5 decodes.”  We note that blind decodes (and CRC checks) thus are comparable to or fewer than that in LTE.
Below simulation shows error floor due to CRC; simulation settings are
· ; burst-set pattern as proposed above in Section 3 
· K = 29 bits, CRC = 19 bits, listSz = 8, N = 480 bits
· In every iteration, 
· block index pair  is picked uniformly at random over , and 
· four burst-sets are transmitted, each burst-set containing only blocks  and .
· All blocks have same SNR; UE doesn’t know indices  and .
· UE soft combines and decodes all received blocks after each burst-set, according to bit-difference hypotheses in set , where  is the time-gap between the transmission of blocks  and .
· If CRC passes for the decoded message (and the decoded message is commensurate with the soft combining hypothesis), UE stops and doesn’t test any remaining hypotheses. 
· If decoded message doesn’t match transmitted message, error is noted – this is plotted as “Actual BLER” in Figure 5.
Also shown in Figure 5 is the “Genie-aided BLER” where we only decode the correct soft combining hypothesis.  Genie-aided BLER vanishes showing no error floor. Therefore, we can conclude that the error floor in “Actual BLER” is caused by CRC false pass, because we stopped after 1st CRC pass before testing the correct hypothesis (which would have resulted in success, as demonstrated by “Genie-aided BLER”).  The error floor appears low enough that – for the proposed initial access design – CRC size of 19 bits is sufficient.
[bookmark: _Ref485827769]Figure 5: Actual BLER and Genie-aided BLER, showing that error cloor is due to CRC false pass

[image: ]
Observation 4: Size needed for CRC depends on the number of blind decodes (and CRC hypotheses), which in turn depend on details of initial access and timing indication. CRC size can be finalized once needed blind decodes can be estimated.  Preliminary results show that 19 bit CRC (augmented for list-8) may be sufficient.
5. Discussion
It is possible to convey just one bit in SSS/DMRS, but convey 2-bit information in two consecutive receptions 20ms apart.  This is because, bit  sampled at 20ms period produces an order-2 de Bruijn sequence .  Therefore, after two detections of bit  20ms apart, the UE obtains both bits  and .  E.g., suppose UE detects that bit  goes from 0 to 1 over 20ms, then these two consecutive receptions must be from the [20ms,40ms) and [40ms,60ms) windows of BCH TTI respectively.  
Observation 5: Bit  sampled at 20ms period produces an order-2 de Bruijn sequence.  Therefore, from two consecutive (20ms apart) detections of , the UE knows both bits  and .  The UE can then determine the scrambling of PBCH without blind decodes (due to unknown scrambling).  As a corollary, the UE also knows whether the two detected burst-sets are from within a BCH TTI or straddling the BCH TTI boundary.  
6. Conclusion
This contribution focuses on optimizing the location of  blocks within a 5ms window, in order to 
1. eliminate blind decodes for soft combining PBCH within a burst-set, for ;
2. reduce blind decodes to  for soft combining PBCH, for ;
even though entire SS block is explicitly carried in the PBCH payload. Moreover, for each decode attempt, there is only one CRC check, therefore there is also the natural benefit of reduced CRC false pass.  Burst-set pattern for  is a Golomb ruler and forms the basic unit; this unit is then tiled to obtain burst-sets for  and .
Proposal 1: Bits  and  – i.e., bits denoting 20ms windows in BCH TTI – are conveyed in SSS/DMRS, whereas all other timing bits are carried explicitly in PBCH payload.  Furthermore, bits  and  also determine the cell-specific scrambling of PBCH. No special design for polar code is needed in for PBCH, and the same design for PDCCH can apply.
Observation 1: Given  detection from SSS/DMRS, no blind decodes are incurred due to pseudo-random scrambling of coded rate-matched PBCH bits. As a corollary, the UE also knows whether the two detected burst-sets are from within a BCH TTI or straddling the BCH TTI boundary.
Proposals 2—4 : For burst-set with  SS blocks, the blocks start in OFDM symbols . Burst-set pattern with  SS blocks is obtained by further tiling the burst-set pattern for .
Observation 2: For burst-set with  blocks, each pair of blocks has a unique inter-block distance. These 4-choose-2 unique distances are .
Observation 3: In burst-set pattern with  blocks, for any two pairs of blocks  and  such that , we have that  and thus . In words, all block pairs with the same inter-block distance have the same bit-difference between their indices (and thus the same bit-difference between their PBCH payloads.)
Observation 4: Size needed for CRC depends on the number of blind decodes (and CRC hypotheses), which in turn depend on details of initial access and timing indication. CRC size can be finalized once needed blind decodes can be estimated.  Preliminary results show that 19 bit CRC (augmented for list-8) may be sufficient.
Observation 5: Bit  sampled at 20ms period produces an order-2 de Bruijn sequence.  Therefore, from two consecutive (20ms apart) detections of , the UE knows both bits  and .  The UE can then determine the scrambling of PBCH without blind decodes (due to unknown scrambling).  As a corollary, the UE also knows whether the two detected burst-sets are from within a BCH TTI or straddling the BCH TTI boundary.  
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