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1 Introduction
In RAN1#89, the following agreements on the rate matching of polar codes for NR eMBB control channels were reached [1]: 
Agreement:

After segmentation (if any):

· K is the number of information bits (including CRC if one is attached)

· M is the number of coded bits for transmission

· NDM  is the smallest power of 2 that is >=M

· NM  is 

· NDM /2 if M<β*NDM /2 and K/M<Rrepthr, 1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)

· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded

· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 

· ~1/12<=Rmin<=~1/5, FFS the exact value 

· Nmax is the maximum supported mother code size 

· The mother code size N is determined as min(NM, NR, Nmax)

· Repetition is applied when   M > N

· Puncturing or shortening is applied when M < N    

· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 

· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)

· Details FFS

A number of rate-matching (RM) schemes have been proposed and simulated in [2][3]

 REF _Ref485561931 \r \h 
 \* MERGEFORMAT [4]. One discussion is about the usage of a threshold coding rate (Rpsthr) that determines a puncturing-based scheme and a shortening-based scheme.  Another one is about the usage of a repetition for both cases of M>Nmax and M<Nmax. 

In this contribution, we will investigate:  

· Rpsthr between puncturing-based and shortening-based schemes

· Segmentation for M > Nmax
· β value between repetition-based and shortening & puncturing-based scheme

· Rmin, the minimum coding rate  

Throughout the paper, the following notations are used: 
K: information block length with CRC (cyclic-redundancy-code)
M: code length

R: code rate, R=K/M

N: power-of-two mother code size
Rm: mother code rate, Rm=K/N
Nmax: maximum power-of-two mother code size
2 Discussion
2.1 Shortening-puncturing pattern baseline
In order to investigate Rpsthr, we select a shortening-puncturing pattern proposed in [4] as the baseline: 

· A natural-order (from the highest bit position) shortening scheme jointly with an alternation when R > Rpsthr; 

· A natural-order (from the smallest bit position) puncturing scheme jointly with an alternation when R <= Rpsthr ;

One N-sized codeword is divided into 4x N/4-sized sub-groups:  

· In case of R > Rpsthr, a natural-order shortening scheme is applied on the 4-th sub-group. A natural-order shortening scheme with an alternation is applied to the 2nd and 3rd sub-groups. 

· In case of R <= Rpsthr, a natural-order puncturing scheme is applied on the first sub-group. A natural-order puncturing scheme with an alternation is applied to the 2nd and 3rd sub-groups. 

The alternation is defined as: shortened/punctured bits are alternately selected between the 2nd and 3rd sub-groups bit-by-bit.
Symmetry is one of the advantages of this shortening-puncturing pattern. And more sub-groups, not only 4, can be considered to further improve its performance.
2.2 Rpsthr
A general observation that a puncturing-based scheme is for low R and a shortening-based scheme is for high R is described in [1]. To find this Rpsthr, we rely on a number of simulations to compare BLER performances of the shortening-puncturing pattern for the same K and R. 
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Figure 1 Required SNR comparison for shortening and puncturing
Proposal-1: Based on simulations of the shortening-puncturing pattern, the switching point for shortening-based and puncturing-based schemes is Rpsthr=4/9. 
2.3 Repetition 

M>Nmax
After Nmax,UCI = 1024 is decided,  a repetition over a long UCI payload causes a performance loss [5]. A segmentation is proposed in [6] to outperform a simple repetition.

Proposal-2: Segmentation can be supported if M>Msegthr. Msegthr is FFS. 
M<Nmax (M>NDM/2)
It has been proposed to use repetition when M<Nmax. According to [5], in case of M<Nmax, shortening with a larger N provides a better performance than repetition with a smaller N. Thus, a β value should be investigated to avoid significant performance loss. 

Figure 2(a) illustrates the performance evaluation results of repetition when M<Nmax. In this case, we assume Nmax is always larger than M, and set N to 256 = NDM/2. Then we let M change from 256 to 511 to observe the performance for different code rates with natural-order repetition scheme starting from N = 256 to M. For the highlighted 3 points (in blue circle), M is 320, K is 88, 152, and 216 respectively, where 64 (320-256) bits are repeated.  The blue dashed line is a reference line starting from the point where M is equal to 256. This reference line can be achieved using shortening/puncturing from a larger mother code length, i.e. 512, for corresponding K and R. It can be observed that, the performance of repetition degrades along with an increasing K. If β was set to be a fixed value, the performance degradation would be larger for higher Rm (mother code rate) than for lower rate. 
Figure 2(b) presents the maximum value of β along with Rm, which guarantees that the performance degradation of repetition relative to a shortening/puncturing scheme is within ~0.1dB. Same as Figure 2(a), the mother code length is set to N=256. For each mother code rate, β is obtained from the maximum M, with which the performance gap to the reference is within ~0.1dB. It can be observed that the value of β can be well fitted as a linear function of Rm, which also holds for other mother code sizes, e.g., 128 or 512. The exact function can be designed to limit the maximum performance loss for different mother code lengths, and β=1+1/6*(1-K/(NDM/2)) is an example. Further, with the decreasing function, very few bits are allowed for very high code rate in natural. Therefore, the limitation on Rrepthr is not needed, i.e. Rrepthr =1.
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(a) Required SNR for various K and R




 (b) β vs the mother code rate
Figure 2. Evaluation of β
Proposal-3: β is in a linear decreasing function of Rm = K/(NDM/2). 
· For example, β=1+1/6*(1-K/(NDM/2)).
· Rrepthr=1.
2.4 Rmin
The maximum mother code size has been limited to 512/1024 for DL/UL. When R is low,  K is so small that most of bit positions are frozen bits. In this case, the decoding latency and complexity is also very low. It is important to ensure that the block can be decoded correctly at low SNR. Figure 3 compares the BLER performance with different limitations on the supported minimum coding rate for DL and UL.
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Figure 3 BLER performance comparison of Rmin
Observation-1: Limiting the supported minimum coding rate to 1/5 causes 0.2~0.3 dB performance loss compared with 1/12.
Proposal-4: The supported minimum coding rate should be Rmin=1/12.
3 Group-based rate-matching scheme

We introduce a group-based rate-matching scheme which can provide a good balance between  performance and implementation complexity. 
· Firstly, the coded bits with mother code length are divided into 32 equal-length groups, with this finer grouping improving the performance. 
· Secondly, the shortening/puncturing is done in a group-by-group manner, which is much easier for implementation. 

To be specific, the coded bits are shortened/punctured by group, i.e. the bits in a group are shortened/punctured first. If more shortened/punctured bits are needed, the bits in the next group are selected. A sequence is used to indicate the priority of the groups to be selected, which is designed to optimize the performance. If the number of remaining shortened/punctured bits is less than that in a group, some bits are selected from the group, with a natural order, bit-reversal order, or reliability order. For both shortening and puncturing, the sub-channels with the same indices with the shortened/punctured bits can be set as frozen bits. 
The following sequence can be used to indicate the priority of the groups for shortening/puncturing reading with the reversal/natural order, respectively. 

[0,1,2,3,4,8,16,5,6,7,9,17,10,18,11,19,12,20,13,21,14,22,24,25,26,15,23,27,28,29,30,31]
This group-based rate-matching scheme can be easily implemented via a row-column interleaver. As shown in Figure 4, after polar encoding with Arikan kernel, the coded bits are written into an interleaver with 32 columns column-by-column, where each column contains the bits in each group defined above. Inter-column permutation is done to rearrange the bits according to the group priority defined above. Inner-column permutation is done to rearrange the bits according to the bit selection ordering within a group. Then, the coded bits are read out column-by-column from a starting point determined by the rate-matching method, i.e. shortening or puncturing, until required number of coded bits. Note that other reading order can be implemented to realize rate-matching and interleaving for higher modulation jointly, e.g. cycle shifting the bits with some sizes after reading out from each column. 
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Figure 4 Group-based rate-matching scheme
Figure 5 shows the performance of the group-based rate-matching scheme for eMBB UL and DL control channels with QPSK modulation.
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Figure 5 Performance for DL and UL control channel
Observation-2: Group-based rate matching show stable and good performance for both UL and DL control channels.

4 Conclusion
We have the following observation and proposals for the rate matching scheme design.
Observation-1: Limiting the supported minimum coding rate to 1/5 causes 0.2~0.3 dB performance loss compared with 1/12.
Observation-2: Group-based rate matching show stable and good performance for both UL and DL control channels.
Proposal-1: Based on simulations of the shortening-puncturing pattern, the switching point for shortening-based and puncturing-based schemes is Rpsthr=4/9. 

Proposal-2: Segmentation can be supported if M>Msegthr. Msegthr is FFS. 
Proposal-3: β is in a linear decreasing function of Rm = K/(NDM/2). 
· For example, β=1+1/6*(1-K/(NDM/2)).
· Rrepthr=1.
Proposal-4: The supported minimum coding rate should be Rmin=1/12.
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