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1	Introduction
In the context of rate matching for eMBB, the following agreement was made in Ran1 #NR Ad-Hoc meeting [1], 
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi, is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported

According to the latest agreement on LDPC base graph designs, 8448 bits was agreed as the maximum code block size Kmax, and Kbmax is now considered to be 22. The rate matching for this base graph can be discussed based on the agreement in Ran1 #88bis [2], which is,  
Working Assumption: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where :
	Z
	a

	
	2
	3
	5
	7
	9
	11
	13
	15

	j
	0
	2
	3
	5
	7
	9
	11
	13
	15

	
	1
	4
	6
	10
	14
	18
	22
	26
	30

	
	2
	8
	12
	20
	28
	36
	44
	52
	60

	
	3
	16
	24
	40
	56
	72
	88
	104
	120

	
	4
	32
	48
	80
	112
	144
	176
	208
	240

	
	5
	64
	96
	160
	224
	288
	352
	 
	 

	
	6
	128
	192
	320
	 
	 
	 
	 
	 

	
	7
	256
	384
	 
	 
	 
	 
	 
	 


· FFS by RAN1#89 whether some values can removed from the above table. 
· FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table. 

In this contribution, we provide rate matching parameters for base graph #1 and #2, and also discuss RVs definitions for IR HARQ support.
2	Rate matching 
For both base graph #1 and #2, the first 2*Z systematic bits will be punctured for the first transmission. 
Information block size K which is not equal to Kb * Z, padding bits are appended and number of padding bits can be determined as:
	nShorteningBits = Kb *Z – K
When supporting a code rate R, PCM should be selected as the nearest lower code rate (corresponding to rows and columns) from the base graph. Then, the exact code rate that is supported is obtained by puncturing parity bits from the end. The number of punctured parity bits can be calculated as
	nPunctParityBits = N_ref – nShorteningBits – K/R – 2*Z, 
where N_ref is the length of the mother code, which can be calculated as N_ref = Z* Ncols (where Ncols is the number of columns from Table 3 and 4).
Table 3: code rate and submatrix size for BG1
	Code rate
	Size of Upper left submatrix
	Code rate
	Size of Upper left submatrix

	8/9
	4*26
	1/2
	24*46

	5/6
	7*29
	2/5
	35*57

	3/4
	10*32
	1/3
	46*68

	2/3
	13*35
	
	



Table 4: code rate and submatrix size for BG2
	Code rate
	Size of Upper left submatrix
	Code rate
	Size of Upper left submatrix

	8/9
	4*14
	1/3
	22*32

	2/3
	7*17
	1/5
	42*52

	1/2
	12*22
	
	

	2/5
	17*27
	
	



For BG1, code rates lower than 1/3 (e.g. rate 1/5), repetition from the 3rd column of the base graph is used and the same procedure is valid for BG2 rates lower than 1/5. The number of repeated bits can be calculated by 
nRepeatedBits = - (N_ref’ – nShorteningBits – K/R – 2*z), 
where N_ref’ is calculated based on code rate 1/3 for BG1 and 1/5 for BG2.
3	Redundancy Versions
In Ran1 #89 meeting, following working assumption was made regarding the number of RVs. 
Working Assumption:
· The number of redundancy versions is at least 4
· FFS whether 8, 16 RVs should be available

It has been agreed that rate matching for LDPC should be done based on the circular buffer and the redundancy version should be defined for LDPC. Each RV should be assigned with one starting position in the circular buffer. 
In LTE, RVs are defined as follows, where this definition of RVs will provide freedom for selection of bits for retransmission and will not increase the decoding complexity:
· 4 RVs are defined for Turbo in LTE. 
· The 4 RVs, {0, 1, 2, 3} are distributed uniformly in the Turbo mother code with rate as 1/3, where the RV0 is started from the first system bit that is not punctured.
However, LDPC in NR is different from Turbo in LTE as
· Turbo is convolutional code and decoding is always with rate 1/3, where different parity bit contributes similarly to performance and decoding complexity.
· In LDPC, PCMs are different for different rates and the PCM for a lower rate is an extended version of the higher rate PCM. The decoding complexity and latency for higher code rate PCM will be much lower than lower code rate PCM. Accordingly, when parity bits corresponding to lower (higher) code rate PCM part is used, the PCM for lower (higher) code rate should be used for decoding, with different decoding complexity. Additionally, the parity bits corresponding to higher code rate PCM would generally provide more support for error correction than the parity bits corresponding to the lower code rate PCM.
There have been views from some companies that continuous transmission should be supported in the definition of RV, considering the different contribution of encoded parity bits in LDPC for complexity and performance. This continuous transmission means not only mapping the encoded bits in the transmission continuously, but also means the encoded bits should be effectively transmitted continuously. The reason is the continuous transmission of new parity bits which would have less performance but larger complexity if the previous parity bits is not transmitted effectively, e.g. by encountering a deep fading channel. Thus, full or partial CC HARQ should be supported together with the continuous transmission. For example, as shown in Figure 1, 2nd transmission is continuous transmission after 1st transmission. However, 2nd transmission is in a deep fading channel. In this case, both fixed position for RV and continuous transmission may not be suitable for LDPC. 


Figure 1: example transmission procedure when encountering deep fading channel
RV with starting position as one position in the previous transmission would be better to support full CC or partial CC, giving a better HARQ performance. Based on this example, RV can be defined as in Table 4. 
Table 4: Example of RV definition with CC HARQ and continuous transmission
	RV
	Definition

	0
	Start from the bit just after the last punctured system bit

	1
	Continuous transmission from the end of previous transmission

	2
	Start from the starting position of the previous transmission

	3
	Start from the middle position of the previous transmission



Proposal 1: For RV design, full or partial CC HARQ can be supported together with the continuous transmission. RV with starting position as one position in the previous transmission would be better to support full CC or partial CC, provides better HARQ performance.
If fixed starting positions are considered in RV definition, more than 4 RVs should be considered to provide flexible position selection for retransmission. With more than 4 RVs, a nearer starting position can be selected for retransmission of encoded bits encountering a lower SNR channel. Comparing 4 fixed position RVs, the decoding complexity can be reduced where fewer redundancy bits that encountering normal channel will be retransmitted. One issue for more than 4 RVs is more overhead for RV indicator, and this can be resolved by the joint configuration of MCS and RV. For the first transmission, the best way is to start from system bits, so there is no need to configure RV. For retransmission, as code rate of LDPC is directly related to the number of system bits and the total number of transmitted parity bits, no need to configure code rate for retransmission. Therefore, for retransmission, the best way is the joint configuration of modulation and RV. Considering LTE DCI as an example, 5 bits for MCS and 2 bits for RV, considering 2 bits used for MCS indicator, there will be at most 5 bits available for RV configuration, i.e. at most 32 RVs can be supported, as shown in Figure 2.


Figure 2: example of RV with number more than 4
Proposal 2: More than 4 RVs can be considered to provide flexible starting position of the retransmissions. A joint configuration of modulation and RV can be used to configure more than 4 RVs while keeping the same size of DCI as LTE.
Alternatively, there could be another simple way to define RVs for LDPC. Still fixed starting position for totally 4 RVs, but it is not suitable to always define starting position of each RV based on the circular buffer with mother code rate 1/3. A reference code rate for circular buffer could be configured to UE, to indicate a more suitable starting position. One example is shown in Figure 3. In this case, it can be expected the packet can be transmitted successfully by several transmission/retransmission, which can be corresponding to code rate 1/2. Then a reference code rate 1/2 can be configured to UE, so that both eNB and UE use a circular buffer and RV definition according to this reference code rate. As the gap between two RVs in the circular buffer corresponding to code rate 1/2 is much smaller than the circular buffer corresponding to code rate 1/3, more suitable starting position for retransmission can be selected with a limited decoding complexity. 


Figure 3: example of circular buffer and RV definition based on a reference code rate
Proposal 3: If fixed starting position for totally 4 RVs is used, RV with a reference code rate can be considered in the definition of RV to select the best starting position.
4	Conclusion
In this contribution, we discuss rate matching schemes for first and second base graphs and definition of RVs.
For RV definition, the following are proposed:
Proposal 1: For RV design, full or partial CC HARQ can be supported together with the continuous transmission. RV with starting position as one position in the previous transmission would be better to support full CC or partial CC, provides better HARQ performance.
Proposal 2: More than 4 RVs can be considered to provide flexible starting position of the retransmissions. A joint configuration of modulation and RV can be used to configure more than 4 RVs while keeping the same size of DCI as LTE.
[bookmark: _GoBack]Proposal 3: If fixed starting position for totally 4 RVs is used, RV with a reference code rate can be considered in the definition of RV to select the best starting position.
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