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Introduction
In RAN1#87, Polar codes were adopted as the channel coding scheme for uplink control information and downlink control information (working assumption) for eMBB except for very small block length [1]. A detailed design of Polar codes is proposed in [3] for the control channel in eMBB systems. A single CRC for joint dectection and CRC-aided SCL decoding (CA-SCL) is propsed in that contribution. The additional CRC bits are related to the list sizes used in the SCL decoder and are used to maintain false alarm and performance requirements with low overhead.
Polar codes with a distributed CRC are discussed in [4][5]. The two scheme have been compared in [6]. The main conclusions are that distributed CRC has very high implementation complexity unsuitable for NR control channel and that CA-Polar outperforms distributed CRC in terms of performance and complexity. 
Another early termination scheme that uses distributed parity was propose in [7]. In this contribution, we will evalute the gain of this early termination scheme for Polar codes based on the following evaluation agreement from RAN1#89 [2]:
Agreement: 
· For DL: 
· J’ = 3 or 6, to be downselected at June adhoc
· J’’ = 0
· At least some of the J + J’ bits are appended
· FFS until June adhoc:
· how the J + J’ bits are obtained 
· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)
· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination
Email discussion until Thursday 1st June to align calculation methods for latency and complexity with early termination. 
· Companies are requested to provide proposed schemes for evaluation by Thursday 8th June.

We will discuss different schemes of early termination in this contribution.

Polar decoding latency and complexity for SCL decoding
In this section, we investigate the decoding complexity and latency for successive-cancellation list (SCL) decoding. Because the complexity and latency for SCL decoding is based on SC decoding, we discuss the decoding complexity and latency for SC decoding first.
We develop a simple, approximate relation to provide an intuitive understanding of decoding latency and complexity. We then compare it with more accurate latency estimates, showing that the simple approximation provides a good indicator for successive-cancellation polar list decoder latency reduction due to early termination.
Average decoding latency is an important indicator of expected polar decoder power consumption in PDCCH. There will be a number of hypotheses to test, 44 in LTE, and the sooner the decoder can finish testing these hypotheses, the sooner the decoder memory can be powered down. Memory requires significant amount of energy to maintain its state, contributing greatly to the power consumption of a design with large memory such as a polar list decoder.
Decoding complexity and latency for SC decoding
We start with a very simple example of an SC decoder with N=8. The detailed complexity and latency are depicted in Figure 1. It is seen that the total clocks are 2N-2 and the total sum of number of f functions and g functions are Nlog2N with half for f function and half for g function. Therefore, the total complexity is Nlog2N*average complexity of f function and g function.
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Figure 1. The decoding complexity and latency for SC decoder with N = 8
We are interested in the complexity and clock cycles used after the i-th bit is decoded in the SC decoder. The number of decoding clock cycles used after the i-th bit is decoded for N=64, 128, 256, 512 is depicted in Figure 2. It is seen that the number of decoding clock cycles used after the ith bit is decoded is approximately 2*i-2 for variable N. The decoding latency is linearly increased with the number of decoded bits in an SC decoder.
The decoding  complexity after the ith bit is decoded for N=64, 128, 256, 512 are depicted in Figure 3. It is seen that the decoding complexity after the ith bit is proportional to the number of decoded bits. For larger N, the decoding complexity becomes larger.
[image: ]
Figure 2. The decoding latency for SC decoder for variable N
[image: ]
Figure 3. The decoding complexity for SC decoder for variable N
Detailed discussions on decoding complexity and latency for SCL decoding
Cycle count for frozen bits before the 1st information bit
In general, the complexity/latency of internal LLR calculation to reach the first information bit should always be included. 
In a non-optimized SCL decoder, the complexity/latency of visiting initial frozen bits should be counted assuming list size is 1. In an optimized SCL decoder, the complexity/latency can be optimized and they will be that of the internal LLR calculation to reach the first information bit. In neither case, the complexity/latency of visiting frozen bits before reaching the first information bit can be completely ignored however small it is.
We still consider them as regular frozen bit latency until further convergence in RAN1.
information bit to frozen bit latency ratio after the first information bit
In general, this could vary with level of decoding algorithm and decoder implementation choices. This number can vary a lot depending on the location of frozen/information bit even for the same decoder. Here, we only give rule of thumb ratios with some assumptions:
Assume all paths are decoded in parallel, and all the LLRs are available simultaneously from memory (optimistic in terms of latency), we can have the following latency ratio estimate:
1. Once a u domain bit is reached:
1. That single LLR calculation and path metric update will take one additional cycle.
1. Sorting can take two additional cycles at information bit for L = 8 in list decoding
3-to-1 is a good approximation of the latency ratio before considering latency for internal LLR calculation. 
1. Latency due to internal LLR calculation again varies. However, the total latency of internal LLR calculation is (2N – 2) – N roughly N. We substracted N since it is already accounted for in single LLR calculation in step 1. So roughly 1 extra cycle per bit on average.
Considering the simplified assumptions in 1. and 2., the information to frozen bit latency ratio on average is about 4:2. However, to have an accurate estimate of the actual latency, more accurate modelling needs to be done.
In an optimized decoder, this could further depend on the location of the information bit, e.g. selective path extension and SSC. 
In terms of decoding complexity, it can be calculated precisely according to function f and function g. Close form expression is hard to formulate.
Early termination gain formula
Overall, it is very hard to quantify the exact latency of polar code given it naturally varies for each information bit and frozen bit based on different decoding architectures, etc. As a general guideline for early termination evaluation, some metrics may be of interest.
The following equation to get a sense of complexity and latency gain of early termination.
1. Impact on worst case latency:
0. Since the ET saving is probabilistic and may not be always there, the impact on worst case latency could have material cost on the actual UE complexity and power consumption. Worst case latency should be taken into account as an important metric for evaulation.
1. Average latency gain 
As discussed, the total cycles used for decoding from index 1 to i may be approximated to 2*i-2. The total cycles used as 2*i-2 when early termination happens at index i. The latency gain of early termination for SC decoder can be approximated as:

    (SC)
where (2N-2) is the total cycles used for decoding. p(i) is the probality of early termininaiton happening at index i. The average saving is 2N-2 – (2i-2) where 2i-2 is the used clocks before early termination. Based on this, the latency gain of early termination for SCL is obtained by assuming alpha cycles for sorting candidate paths for non-frozen bits (alpha = 2 roughly as discussed in Q3). Latency approximation for SC decoder will be:

 (SCL)
Where K(i) is the number of information bits bits that are not visited due to early termination. 
1. Complexity gain 
Suppose the C(i) stands for the decoding complexity saving after the early termination at the ith bit. The complexity gain of early termination for SC is approximated as:

    (SC)
Where Nlog2N is the total decoding complexity for each test in terms of average complexity of f function and g function and p(i) is the probality of early termininaiton happening at index i.  
Based on this, the complexity gain of early termination for SCL can be approximated as:

 (SCL)
The average complexity of f funciton and g function is Q, the average complexity for sorting is 
PMF of early termination probability
PMF of early termination probability with respect to its location in u-domain should be a metric for evaluation. Since many companies have quite different views on how early termination gain should be calculated, it will be important to have the PMF of early termination probability as evaluation metric.
Early termination using distributed and appended CRC
Early Termination using appended bits
 It is also worth mentioning that, CA polar with CRC attached at the end of decoding order is also capable of early termination after all the information bits are decoded successfully. As per agreement from RAN1-88b, 
Conclusion:
· Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded
It is observed that, when we consider 2CRC type of distirbuted design, incorporating final appended CRC for ET check can also improve ET gain based on the simple equation that is used [2]. This is similar to the case of distributed CRC where all 19 distributed bits can be used for ET. However, in reality, these bits occur at the very late stage of decoding and typically appear in groups of information bits. it is known that SSCL type of decoder and selective path extension type of decoder can efficiently handle such rate 1 blocks with much lower complexity than it is considered in most of the analysis. it really takes the actual decoder simulator to evaluate the real benefit of such ET gain.
Observation 1: The appended CRC bits can also be used to achieve ET gain. The exact ET gain of a practical decoder of both distributed CRC and other schemes should be evaluated.

Performance evaluation of distributed CRC schemes
Various distributed CRC schems are proposed. Some company proposed to insert interleaver to distribute CRC bits (intlv-dCRC) and this interleaving pattern is calculated based on the max K. Some proposed 2 CRC scheme. One CRC is placed among the information bits, which can be utilized to terminate decoding process at an earlier time (e.g. in this evaluation 40% of the overall payload). And the other CRC is appended at the end which can be used for early termination purposes as well.
Simulations are performed to evaluate these distributed CRC schemes from angles of false alarm rate (FAR), undetectable error rate (UER) and BLER. This is to ensure that critical system performance metrics are not compromised by introduction of early termination schemes. CRC polynomials used in simulation would follow each proponent’s recommendation.
The CRC polynomials proposed for intlv-dCRC is as follows:
	Candidate 
	# CRC bits
	Binary
	Hexadecimal
	Note

	
	
	
	
	

	A
	19
	0b10100010101101111001
	0xA2B79
	This provide to good ET gains while providing the same FAR as in LTE. 

	B
	19
	0b10111011111100001111
	0xBBF0F
	Capable of having improved ET gains

	C
	19
	0b11110000111111011101
	0xF0FDD
	Capable of having improved ET gains

	D
	11
	0b100110101111
	0x9AF
	It is able to evenly distribute the CRC bits, meanwhile it has a very large min. Hamming weight for small K values.



The CRC polynomials recommended by 2 CRC scheme are 0xb (for 3 bit CRC) and 0x12D17 (for 16 bit CRC) respectively, the first CRC is placed around 40% of the payload K.

Evaluation on Impact of FAR/UER
No signal only noise at decoder input
This scenario is extensively investigated across companies. Almost all distributed CRC schemes can exhibit good false alarm rate performance. We evaluated many schemes and they typically have no FAR issue due to the purely randomness and independency of noise.
Signal + noise at decoder input
This scenario however is not so much explored. In this case, the bit error pattern is not equally randomly distributed and more bit decision correlations are involved, so theoretical analysis is difficult. Simulations show that in this scenario, the undetectable error rate (undetectable error rate) maybe increase.
undetectable error rate = # of undetectable error / # of total decoding attempts
First, evaluations is performed on Intlv-dCRC’s schemes with recommended CRC polynomials.
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Figure 4. CRC Polynomial 0xBBF0F
For CRC polynomial of 0xBBF0F, the undetected error rate would increase to as high as ~2x10^-3, which is huge considering the expected undetected error rate would be 1.5x10^-5 with 16 bits CRC (B and C have similar UER).


[image: ]
Figure 5. CRC Polynomial 0xA2B79
For CRC polynomial of 0xA2B79, the undetected error rate is better now, close to theoretical value of 1.5x10^-5. However, a spike is still observed for K=80, Rate=1/2. 

[bookmark: _GoBack][image: ]
	 Undetectable error rate performace deterioration is also observed for 11-bit CRC polynomial of 0x9AF.
It can be noted the following observations:
Observation 2: Distributed bits can have detrimental impact on UER performance.
Observation 3: UER performance degradation due to distributed bits can be (M, K) and channel and SNR dependent.
Next, 2 CRC scheme is evaluated. As in below figure, 2 CRC can almost keep undetetable error rate at theoretical value (1.5x10^-5) for all K and Rate combinations.
[image: ]
From above simulations, it shows that if not designed properly, Intlv-dCRC’s distributed schems is possible to have very high undetectable error rate. Even with careful choice, there is a chance of UER spike in some cases.
BLER performance
[image: ]
BLER performance is also compared between distributed CRC and two CRC scheme. It is observed that they have the same performance (also the same as CA-SCL).

Evaluation on Early Termination Gains 
Formula based analysis
The overall ET gain comparison of is shown in Figure 8. It can be seen that (assuming info to frozen ratio = 2:1), the intlv-dCRC and two CRC schemes have similar ET gain.
Observation 4: intlv-dCRC and 2CRC schemes have similar ET gains (2CRC scheme has slightly better performance). 2CRC scheme has the flexibility to tradeoff ET gain and UER.
Observation 5: no additional interleaving operation is needed for 2CRC based scheme.
Observation 6: overall, ET gain of both distributed CRC scheme may still be quite limited for the case of interest for PDCCH.
Note that in PDCCH blind hypotheses, the latency/complexity due to high aggregation level (equivalently low coding rate) is of more relevance. In such a case, the gain from early termination is still not signficant to justify the risk of running higher UER spike. In the presence of a grant transmitted to the user, there will be no expected saving. The complexity gains reduce to be even less overall. Considering the results above, the benefit of having distributed bits for early termination design is quite limited while the risk of having such an immature design is high. Single CRC based CA-Polar is a good choice for the control information of both DL and UL.
[image: ]
Figure 8. Early termination Gains for variable K with rates of 1/6, 1/3, 1/2 and 2/3
The ET PMF is also shown below for calibration purpose. It can be seen that, two CRC has high probability in early termination in early stage of decoding relative to intlv-dCRC and at the same time, the final CRC also helped to improve ET gain before the entire decoding stops. However, how much it can benefit a practical decoder is still open question.
[image: ]
Figure 9. The distrution of early termination poistions for K=32 with rate of 1/2 and L=8
[image: ]
Figure 10. The distrution of early termination poistions for K=64 with rate of 1/2 and L=8

Cycle Count Results
The latency gains of early termination calculated by counting decoding cycles of the polar decoder controller schedule can be performed as a more accurate measure of the actual ET gain.
Reduced-Complexity Decoding Algorithms
So far, the analysis in this contribution used a basic SCL decoder. The SCL decoder treats all information bits equally, i.e. the cost in latency and complexity of estimating a reliable information bit is the same as that of estimating an unreliable information bit. Significant reductions in latency and computational complexity can be achieved by exploiting information-bit reliability and distribution.
An example of a method utilizing bit reliability to reduce complexity is selective path extension [9], also referred to as decision-aided SCL decoding in [10]. In this method, new candidates and list pruning only take place at unreliable information bits. Therefore, the sorting latency and complexity is eliminated from reliable bit position, greatly reducing decoding latency and computational complexity. In polar codes, reliable bits are more likely to be encountered later in the decoding process, i.e. reliable bits are concentrated in large decoding-index locations. This reduces the gains of early termination since the cost of decoding the later information bits is significantly lower than decoding the earlier information bits.
Simplified successive cancellation (SSC) list decoding is another method to reduce decoding complexity and computational complexity [8]. In this method, contiguous group of information bits are decoded simultaneously and only one sorting operation is performed per group instead one sorting operation per bit. Since reliable bits in polar codes are concentrated in large-index (later) locations, large groups of contiguous information bits are more likely to be encountered later in the decoding process. The reduces the complexity and latency of decoding the later parts of the code and reduces the gains of early termination.
Path-Metric Based Early Termination for CA Polar
Early termination can also be done for CA Polar where a continuous, non-distributed CRC (or parity) is used. In SCL decoding, a path metric is maintained for each individual path to reflect reliability. Such path metric values can be used to detect failure in early stages as well. One possible implementation is: check each path’s metric, if all of them are very high (big penalty), then we can early terminate. There’re also other possible implementations: compare path metrics of different paths. If they are very similar, then decoding is terminated. One example of implementation based scheme is shown in [12]. Here, we provide a different scheme that shows decent early termination performance compared with distributed CRC based schemes.
In order to derive a robust metric, we use the following metric:
Pruning metric = (max_path_metric - min_path_metric)/min_path_metric
Compare Pruning metric to a threshold to determine early termination
This is a ratio metric, so robust to SNR variations. Main motivation is that correct path’s metric should be well distinguishable from other wrong paths. The value of the threshold can be chosen to increase early termination probability, maintain performance, and have low implementation complexity. For example, setting the threshold to 1/32 achieves good early termination probability without degrading the performance for the following examples and can be implemented using simple bit shifts without having to implement division.
As shown in Figure 17, by selecting an appropriate threshold to path metric based early termination, it can be observed that no BLER degradation occur for L = 8 and R = 1/3 for the following examples.
[image: ]
Figure 17 BLER when using the path-metric implementation-based scheme for early termination.
Since BLER is not degraded, then we can safely add early termination to decoder. From below figure, the early termination based on path metric only can achieve ~40% early-termination probability independent of the SNR in the case there is no signal. This method is purely based on CA Polar without modification to the code construction. Note that, this is achieve via utilizing simple metrics. Further improvements of metric based early pruning schemes is possible and can be further evaluated.
Note that different metrics can also be combined to achieve different tradeoffs in performance [12].
[image: ]


Conclusions
Observation 1: The appended CRC bits can also be used to achieve ET gain. The exact ET gain of a practical decoder of both distributed CRC and other schemes should be evaluated.
Observation 2: Distributed bits can have detrimental impact on UER performance.
Observation 3: UER performance degradation due to distributed bits can be (M, K) and channel and SNR dependent.
Observation 4: intlv-dCRC and 2CRC schemes have similar ET gains (2CRC scheme has slightly better performance). 2CRC scheme has the flexibility to tradeoff ET gain and UER.
Observation 5: no additional interleaving operation is needed for 2CRC based scheme.
Observation 6: overall, ET gain of both distributed CRC scheme may still be quite limited for the case of interest for PDCCH.
 Proposal 1: Adopt CA-SCL (with one long CRC) solution of Polar codes for control channel for robust performance, lower complexity and latency.
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