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Introduction
In RAN1 #85, the working group set the following goal for improving NR for LTE in terms of both latency and forward compatibility [1].
· NR design should strive at least to enable the possibility for
· Corresponding acknowledgement reporting shortly (in the order of X µs) after the end of the DL data transmission
· Corresponding uplink data transmission shortly (in the order of Y µs) after reception of UL assignment
· Note: may depend on e.g. UE capability/category, payload size, etc
· FFS: X and Y in the order of a few tens of or hundreds of micro sec is feasible
· Other mechanisms/configurations in addition to fast/short corresponding acknowledgement are needed
· For example to provide coverage or enable TD-LTE coexistence
· Note: RAN1 will continue investigations about UE complexity, implementation processing time, interleaving applicability

In [2][3], we provided inputs on the feasibility of fast ACK feedback and fast response to uplink grant. In [4][5], analysis was provided to define the condition for a UE to support different these features. Based on current agreements and work progress in RAN1, such as front-loaded DMRS, frequency-first RE-level mapping for channel design to enable pipelined decoding, and low-latency highly parallelizable LDPC code design, it becomes more feasible to support such a feature with acceptable overhead for the processing gap. 
In [6], we discussed the benefits that can be enabled from a faster UE processing timeline design, and the significance of having this uniformly supported in some form in Release 15. The key benefits of focus here are summarized within forward compatibility, low complexity high throughput support, dynamic TDD, applications for link-budget limited UEs, and NR over unlicensed band. Recall an illustration regarding the forward compatibility frame structure benefits from having uniform support of low latency across all UE’s, is that resources can be blanked quickly and managed in a memoryless fashion with less overhead to the network, as illustrated in the figure below.
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Figure 1. Clean/memoryless solution enabled with fast UE processing

Here in this contribution were expand on the benefits of low latency on both the user-plane and control plane. In particular, we discuss aspects related to
· U-plane enhancements from low latency
· UDP latency (VR/AR)
· TCP experience (slow start)
· C-plane enhancements from low latency
· Robust mobility (faster HO)
· Fast state transition (CA activation/deactivation or NB-WB adaptation)

Low Latency Impact on User Plane
UDP latency
This section presents a system simulation based evaluation of the impact of UE-side processing delay (K1, K2) on the user perceived throughput for bursty traffic. TCP-based congestion and flow control are not modelled, hence the results shown here correspond to UDP traffic. 
Impact on file transfer timeline
Figure 1 shows an example timeline to illustrate the impact of UE-side processing on the transfer time of a file. When K1 > 0, pipelining using multiple HARQ processes will help to efficiently use the link in spite of the delay. Compared to K1 = 0, we expect that K1 = 1 will add a one slot delay to the completion of the file download, since the decoding is delayed due to UE-side processing delay by 1 slot. However, in the example in Figure 1, the completion time for K1 = 1 is 2 slots more than K1 = 0. This is because the retransmission that occurs towards the end of the file download causes some loss of pipelining. In general, a K1-slot UE-side processing delay may extend the file download by more than K1 slots. 
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[bookmark: _Ref485387641]Figure 2: File transfer timeline is impacted by the UE processing delay

Simulation assumptions
	Scenario
	Dense Urban

	Layout
	57 cells w/wraparound, 10 UEs/cell

	# Antennas
	BS x UE : 4 x 4

	ISD
	200m

	Outdoor UEs
	20%

	Carrier Frequency
	4 GHz

	Bandwidth
	80 MHz

	Traffic
	FTP model 3 (file size = 0.1 MB)

	BS Antenna down tilt
	15 degrees 

	BS Antenna Gain
	17 dBi per MIMO vertical column

	BS Antenna spacing
	0.5λ spacing in AZ

	BS Power
	44 dBm (over 80 MHz)

	BS Noise Figure
	5 dB

	UE Antenna Gain
	0 dBi

	UE Antenna spacing
	 0.5λ linear array

	UE Power
	23 dBm (over 80 MHz)

	UE Noise Figure
	9 dB

	Channel Modeling
	3D UMa (No Vertical Beam-Steering)

	Doppler
	3 kmph (Indoor), 30 kmph (Outdoor, Dense Urban)

	Penetration Loss
	20 dB (Indoor) 0 dB (Outdoor)

	Data vs. Overhead Symbols
	9 Data, 5 Overhead 
(1 Guard, 2 DMRS, 1 DL Ctrl, 1 SRS + PUCCH)

	Guard Band Overhead
	0.064    (Useful BW : 208 RBs of 360 KHz each over 80 MHz)

	UL SRS Power Control
	Targets -10 dB UL SNR

	UL Data Power Control
	P0 = 20 dB above thermal; α = 0.9

	Scheduler
	SU MIMO subband p-fair scheduling

	Calibration error
	None

	UL Channel, 
Interference estimation 
for Demod
	Realistic



For all the results, it is assumed that the network-side processing delay is one slot, i.e., if a NACK is received in the UL common burst in slot n, then the retransmission occurs in PDSCH in slot (n+2).
Downlink results
The table below shows the 5th, 50th and 95th percentile of the file download delay, in the units of slots.
Table 1: File download delay (in slots)
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The corresponding user perceived throughputs (5th, 50th and 95th percentiles) are shown in the following figure. The legend shows the value of K1 assumed. 
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Figure 3: Percentiles of the downlink user perceived throughput (Mbps)

Uplink results
Table 2 below shows the 5th, 50th and 95th percentile of the file upload delay, in the units of slots.

[bookmark: _Ref485392169]Table 2: File upload delay (in slots)
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The corresponding user perceived throughputs (5th, 50th and 95th percentiles) are shown in Figure 3. The legend shows the value of K2 assumed. 
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[bookmark: _Ref485392233]Figure 4: Percentiles of the uplink user perceived throughput (Mbps)

It can be seen from the results that both for downlink as well as for uplink, the user perceived throughput is significantly impacted by the UE-side processing delay. The improvement due to lower processing delay is especially noticeable in the tail (5th percentile) metrics.
Observation 1: A smaller value of K1 (or K2 in case of uplink) reduces the pipelining delay resulting in an increase in the user-perceived throughput for small burst transactions with a traffic model reflecting UDP.

TCP experience
Latency is extremely relevant when considering that TCP is a fundamental component for many applications. For instance, let us examine TCP slow-start, which is a mechanism to quickly estimate the available capacity of the link and establish an equilibrium congestion window accordingly.
· Typical slow-start algorithms begin with a small congestion window (for example, 10 segments) and increase the congestion window by 1 segment for every TCP ACK received, essentially doubling the congestion window every RTT until packet loss is observed
· For links with a large capacity, this process can take a long time to reach the link capacity if the RTT is large
· Some implementations optimize slow start to transition to congestion avoidance even before packet loss occurs, based on the ACK timing
· Such methods may be sensitive to jitter caused by physical layer retransmissions
· From a user-perspective, slow-start latency can significantly impact user experience
· For example, web-browsing typically involves short file downloads from multiple different servers
· Most of these transfers complete within slow-start, especially if the throughput is very high
· Sometimes, these transfers cannot occur in parallel, but must happen one after another
· Latency of slow-start can significantly impact the user experience in terms of the page-loading time
An illustration of this impact is shown in the next set of measurements show in Figure 5. Here we see that even though the offered physical layer rate is 10Gbps, the effect of TCP slow start means that the transaction utilizes less than 1Gbps, and this dramatically decreases as the RTT increases.
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[bookmark: _Ref485396426]Figure 5. Measured TCP Throughput sensitivity to latency and PER when PHY=10Gbps

Observation 2. Application layer latency (after HARQ, RLC) and PER is the key for high throughput.
Note that one may argue that alternative services which do not rely on TCP could better utilize this high physical layer throughput without sensitivity to large RTT. While this is possible in some less common cases, it is important to realize that if NR can provide high through with low RTT, than almost all current low latency high throughput wireline TCP services could immediately be replaced directly by NR. Thus, the deployment of NR would be better much better positioned for commercial success.  
Low Latency Impact on Control Plane
Robust mobility 
Latency reduction is also key to enhancing mobility performance both in terms of improving handover reliability as well as reducing data interruption during handover. Handover procedure involves multiple steps that include several over the air exchanges. LTE mobility call flow is provided in Figure 6 for reference. 


[bookmark: _Ref485389933]Figure 6. LTE Handover Call Flow
UE sends the Measurement Report Message (MRM) to the source cell and receives the RRC Reconfiguration Message (Handover Command) from the source cell. Since this exchange takes place over the degrading airlink with the source cell, the faster it can be carried out, the better the chances are for success. 
In LTE, sending the MRM can take up to 25 ms (assuming one retransmission). With faster UE processing, shorter slot duration and SCSF frame structure in NR, MRM can be sent in less than 5 ms even with a retransmission. Similarly, RRC Connection Reconfiguration message can take up to 15 ms with LTE with one HARQ retransmission. NR can reduce that latency to sub-3 ms. As a result, the over-the-air exchange over the degrading link can be completed much faster with NR, leading to improved handover reliability. 
Data interruption is also an important metric for mobility performance. As seen in Figure 6, the UE experiences data interruption from the time it receives the last PDU on the source cell until the time it receives the first PDU on the target cell, while completing the RRC Reconfiguration processing, performing Random Access and sending RRC Reconfiguration Complete message. In Figure 7, field data is presented on data interruption experienced by LTE UEs during handover. Tail interruption is observed to be as high as 100 ms. 40-50% of that interruption can be due to the over-the-air latency of LTE, which can be significantly reduced by NR. NR system is capable of completing those exchanges much faster than LTE and therefore significantly reducing the data interruption observed by the UE, leading to improved user experience. 
Observation 3. Low latency enables faster exchange of messages required for handover procedures and therefore improves mobility robustness and user experience during handover.  
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[bookmark: _Ref485391601]Figure 7. LTE Handover Data Interruption Field Data

Fast CA activation/deactivation
Fast CA activation and deactivation, or in other words, fast switch between NB and WB operation is very important. From the UE complexity and power consumption perspective, it is desirable for UE to stay in NB operation. However, from user experience perspective, it is desirable for UE to operate in WB operation to make data transaction faster. Based on this discussion, it is beneficial for UE to dynamically switch between NB and WB operation, or perform CA activation and deactivation, with very low latency. Fast CA activation and deactivation allows the UE to enjoy both the power efficient operation and improved user experience. 
In this session, we focus on the SCell activation latency which is the time from CA activation command (e.g. MAC CE) to the time when UE can be scheduled on SCell. In LTE, this delay is pretty large, range from 8ms to 24/32ms. The 8ms is the minimum time that is required for UE to process the CA activation command and prepare RF, while 24/32 ms is the time required for UE to start reporting reliable CQI, for non-blind activation and blind activation, respectively. For typical small packet, the CA activation latency consists a large portion of the transmission time, hence NW would either choose to keep UE always in the CA mode which increase the UE power consumption unnecessarily, or keep UE in single CC mode which limits the UE performance.
Figure 8 illustrates the timeline for CA activation, we divide the timeline into 3 portions namely (1) Processing of the activation CMD (2) RF preparation (3) tracking loop (TTL/FTL) and CQI 
In Table 3, we compare the CA activation latency between LTE and NR. Two things to note, the NR number is our expectation or design goal in our mind. Also, for intra-band CA, we are assuming contiguous intra-band operation.
Form the minimum SCell activation latency perspective, LTE has 8ms requirement, among which 4ms can be dimensioned for CA activation command processing, while the rest 4ms can be dimensioned for RF preparation. Therefore, it is not only important for NR to support fast RF preparation, it is also important for NR to support the low latency processing of the command. If we assume that SCSF can be achieved with NR UE, this means that processing of the NR-PDCCH and NR-PDSCH can be much faster for NR UE. In the table, we assume 0.1ms if it is L1 activation (carried in DCI which only occupies the first few control symbols), or 0.5ms if it is L2 activation (carried in MAC CE). Meanwhile, NR RF preparation can be reduced too from 4ms to less than 1ms. 
Furthermore, NR should also support faster baseband processing such as FTL/TTL as well as the CQI report, if dense enough RS can be provided for FTL/TTL and CQI, NR can target to finish FTL/TTL and provide CQI report within 1-2ms. 
Combining all the above discussion, we can make the following observation.
Observation 4. Low latency in NR can reduce CA activation latency from many aspects including, reducing the L1 decoding/processing time, reducing the RF preparation time and reducing the FTL/TTL/CQI time. This further lead to the UE and system to achieve optimum tradeoff between power consumption and user experience.
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[bookmark: _Ref485396458]Figure 8 CA activation timeline

[bookmark: _Ref485396478]Table 3 CA activation latency comparison between LTE and NR
	 
	T0 (ms)
cmd processing
	T1 (ms)
RF Warmup
	T2 (ms)
FTL/TTL and CQI
	Total (ms)

	LTE (Intra-band)
	4
	4
	16
	24

	LTE (Inter-band)
	4
	4
	16
	24

	NR SCSF (intra-band)
	0.1 (L1 activation)
0.5 (L2 activation)
	0.2
	1
	1.5 (L1 activation)
2    (L2 activation)

	NR SCSF (inter-band)
	0.1 (L1 activation)
0.5 (L2 activation)
	0.9
	2
	3    (L1 activation)
3.5 (L2 activation)




[bookmark: _Ref378529477]Conclusions
Observation 1: A smaller value of K1 (or K2 in case of uplink) reduces the pipelining delay resulting in an increase in the user-perceived throughput for small burst transactions with a traffic model reflecting UDP.
Observation 2. Application layer latency (after HARQ, RLC) and PER is the key for high throughput.
Observation 3. Low latency enables faster exchange of messages required for handover procedures and therefore improves mobility robustness and user experience during handover.  
Observation 4. Low latency in NR can reduce CA activation latency from many aspects including, reducing the L1 decoding/processing time, reducing the RF preparation time and reducing the FTL/TTL/CQI time. This further lead to the UE and system to achieve optimum tradeoff between power consumption and user experience.
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