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Introduction
In RAN1#89, the following agreement was reached ‎[1]:
Agreement:  
· For base graph #1:
· The dimensions of the base matrix are 68 columns, 46 rows (to support R=1/3)
· Seven 46x68 base matrices are identified as the set of candidates:
· Provided in the excel file R1_1709751.xlsx in R1-1709751 as Candidates A to G.
· By constructive email discussion until Thursday 1st June – Keeth (Nokia), agree (from the set of candidates or a merged solution), for evaluation and downselection until June adhoc:
· a single 46x68 base matrix, 
· the set of shift sizes
· For base graph #2:
· By constructive email discussion until Monday 12th June – Keeth (Nokia), agree a single base matrix for Alt 1a and a single base matrix for Alt 2, for evaluation and downselection until June adhoc
· Kbmax = 10 
· Design supports Kmax2 = 
· Working assumption 2560 
· 3840 can be considered further if significant benefit is shown
· The dimensions of the base matrix are 42x52
Evaluations are to be performed up to Kmax2; primary focus for code selection is performance for K up to around 1024

In this contribution, we will discuss the performance and complexity of the agreed first and second base graphs, i.e., BG1 and BG2, for short information block length. 
BLER performance comparison
In this section, we compare the performance of the two base graphs, base graph #1 (denoted by BG1) and base graph #2 (denoted by BG2) for block lengths and code rates for which both BG1 and BG2 are defined. The performance metric that we use is required SNR to achieve BLER = 0.01 and 0.0001 versus number of information bits K. For the sake of illustration, we use data points reported in ‎[2] for BG2 and ‎[3] for BG1, which is shown in Figure 1 and Figure 2, respectively. Note that the dashed lines correspond to BG1 while the solid lines correspond to BG2. 
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[bookmark: _Ref485290270]Figure 1 Required SNR comparison of BG1 and BG2 in order to achieve BLER = 0.01

[image: ]
[bookmark: _Ref485290276]Figure 2  Required SNR comparison of BG1 and BG2 in order to achieve BLER = 0.0001


As can be seen from the curves, at almost all rates, BG2 performs better for the full range of K covered by BG2. Therefore, we have the following observation:
Observation 1 BG2 performs better than BG1 at almost all studied rates (R = 0.67, 0.5, 0.4, 0.33) and the range of evaluated information block length (K<=2560). 
We also note that decoding complexity of using BG2 is indeed less than that of BG1 (this is discussed in more detail in the next section). Due to the superior performance and lower complexity of BG2, we propose that BG2 is used for all code rates and block lengths for which it is defined. 
Due to its superior performance and low complexity, BG2 is used for all code rates R<=2/3 together with all information block lengths covered by BG2.

Decoding complexity comparison
In the following, we compare the decoding complexity of  BG1 to the decoding complexity of BG2 in terms of number of edges within the base graphs. The second base graph has fewer edges and thereby require fewer clock cycles per decoder iteration, if we assume a block parallel decoder where the decoding latency can be approximated as proportional to the number of edges. If the decoding latency is reduced, this in turn implies that fewer instances of decoder hardware may be provisioned in the gNB.
To compare the number of clock cycles needed for decoding one iteration of BG1 for a specific rate with the number of clock cycles needed for decoding one iteration of BG2 for the same rate, we define the edge ratio as

The edge ratio gives an estimate of the latency reduction that can be achieved for information block lengths K and code rates R where BG2 may be used instead of BG1. 
For comparison, we use the agreed BG1 (with kbmax = 22) ‎[4] and BG2 (with kbmax = 10) ‎[5]. Table 1 summarizes the edge ratio for different code rates.
Table 1  Number of edges for BG1 and BG2 and edge ratio for different code rates
	R
	2/3
	1/2 
	0.4
	1/3

	Edge ratio
	0.3611
	0.3667
	0.3774
	0.3829



Observation 2 By using BG2, the number of edges in the base graph, and equivalently, decoding latency, can be reduced to less than 40% of the number of edges in BG1.

As the decoding complexity using BG2 is significantly less than that of BG1, it is desirable to use BG2 for all code rates and information block lengths for which it is defined. There has been a working assumption that Kmax,2=2560 for BG2, due to the concern that BG2 may not perform well if it has to cover a wider range of info block sizes. However, simulation results show that there is no sign that BG2 performs inferior to BG1 as K increases beyond K= 2560. Considering that there is also the working assumption that the Zmax=384 is supported for BG2, it is recommended that Kmax,2 of BG2 is increased to Kmax,2=3840 if BG2 provides comparable performance as BG1. Since the shift coefficient designs are not finalized yet, we suggest that the performance is compared for the agreed shift coefficient designs. If BG1 and BG2 have similar performance, BG2 should be used for all information block sizes K <= 3840.  
Based on the discussion above, we have the following proposal: 
Use BG2 for all code rates R<=2/3 together with all information block lengths K <= 3840 if the difference in performance between BG1 and BG2 is small. 
Conclusions
In this contribution we made the following observations:
[bookmark: _Hlk485566923]
Observation 1 BG2 performs better than BG1 at almost all studied rates (R = 0.67, 0.5, 0.4, 0.33) and ranges of information block length up to 2560. 
Observation 2 By using BG2, the number of edges in the base graph, and equivalently, decoding latency, can be reduced to less than 40% of the number of edges in BG1.


Based on the discussion in this contribution we propose the following:
1. Due to its superior performance and low complexity, BG2 is used for all code rates R<=2/3 together with all information block lengths covered by BG2.
[bookmark: _GoBack]        Use BG2 for all code rates R<=2/3 together with all information block lengths K <= 3840 if the difference in performance between BG1 and BG2 is small. 


[bookmark: _In-sequence_SDU_delivery]References
[bookmark: _Ref476919366][bookmark: _Ref478148175]RAN1, Chairman’s Notes, 3GPP TSG RAN1#89, May 2017.
[bookmark: _Ref485563867]Simulation results for merged base graph #2 sent to the RAN1 reflector, thread “[89-25] LDPC code base graph #2 for NR”, by Shenzukang (2017-06-15), June 2017.
[bookmark: _Ref485566058]Simulation results for merged base graph #1 sent to the RAN1 reflector, thread “[89-24] LDPC code base graph #1 for NR”, by Shenzukang (2017-06-14), June 2017.
[bookmark: _Ref485564947]LDPC code base graphs #1 sent to the RAN1 reflector, thread “[89-24] LDPC code base graph #1 for NR,” by Keeth Jayasinghe (2017-06-14), June 2017.
[bookmark: _Ref485564937]LDPC code base graphs #2 sent to the RAN1 reflector, thread “[89-25] LDPC code base graph #2 for NR,” by Keeth Jayasinghe (2017-06-15), June 2017.
	5/5	
image1.emf
0 500 1000 1500 2000 2500 3000

K

-2

-1

0

1

2

3

4

5

6

R

e

q

u

i

r

e

d

 

S

N

R

 

t

o

 

a

c

h

i

e

v

e

 

B

L

E

R

 

=

 

0

.

0

1

BG1, R = 0.67

BG1, R = 0.5

BG1, R = 0.4

BG1, R = 0.33

BG2, R = 0.67

BG2, R = 0.5

BG2, R = 0.4

BG2, R = 0.33


image2.emf
0 500 1000 1500 2000 2500 3000

K

-2

-1

0

1

2

3

4

5

6

7

8

R

e

q

u

i

r

e

d

 

S

N

R

 

t

o

 

a

c

h

i

e

v

e

 

B

L

E

R

 

=

 

0

.

0

0

0

1

BG1, R = 0.67

BG1, R = 0.5

BG1, R = 0.4

BG1, R = 0.33

BG2, R = 0.67

BG2, R = 0.5

BG2, R = 0.4

BG2, R = 0.33


