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Introduction
In RAN1#88, the following agreement was reached:

Agreements:
· From RAN1 specification perspective, maximum channel bandwidth per NR carrier is 400 MHz in Rel-15
· Note:  final decision on the value is up to RAN4
· From RAN1 specification perspective, at least for single numerology case, candidates of the maximum number of subcarriers per NR carrier is 3300 or 6600 in Rel-15
· FFS: For mixed numerology case, the above applies to the lowest subcarrier spacing
· Note: final value for a given channel BW is up to RAN4 decision
· From RAN1 specification perspective, the maximum number of NR carriers for CA and DC is 16
· Note that 32 is considered from RAN2 specification perspective
· The number of NR CCs in any aggregation is independently configured for downlink and uplink 
NR channel designs should consider potential future extension of the above parameters in later releases, allowing Rel-15 UE to have access to NR network on the same frequency band in later releases

International Telecommunication Union (ITU) has recently set key requirements related to the minimum technical performance of 5G radio interface technologies ‎[3]. According to ITU, the minimum requirements for peak data rate for the purpose of evaluation in the NR’s eMBB are as follows:
· Downlink peak data rate is 20 Gbps
· Uplink peak data rate is 10 Gbps
[bookmark: _Ref178064866]In this contribution, we analyse the throughput performance of the NR data channel. We show how much resources that are needed to achieve ITU’s peak throughput requirement on 20 Gbps in DL and 10 Gbps in UL. We also apply modulation order and code rate from the modulation and coding scheme (MCS) table developed in the 3GPP 36.213 spec ‎[1] and calculate the achievable throughput. Furthermore, we consider the relative amount of decoder parallelism that must be provisioned in order to handle transmissions with arbitrary MCS.
[bookmark: _Ref481668582]Peak throughput Analysis for NR
In this section, we show requirements in order for NR’s data channel to achieve 20 Gbps DL/10 Gbps UL transmission data rate. We first calculate the number of information bits for one NR carrier per subframe (1 msec) 

where  and  denote the number of resource elements (REs) per physical resource block (PRB), and number of PRBs. The number of multi-antenna system layers is denoted by . Further, modulation order  and code rate  are adopted from LTE’s MCS table (we consider the MCS table (Table 7.1.7.1-1) from 3GPP TS 36.213 ‎[1], since the MCS table for NR is likely to be similar to this one.). Note that LTE’s MCS table does not show the code rates explicitly, however, it can be calculated from/().  The LTE MCS table containing 256-QAM is reproduced in the Appendix.
Now, denoting spectral efficiency by , and using the fact that ,
we obtain 

Hence, throughput is simply a division of  by the transmission time interval (TTI), i.e.,
                                                 (1)  
Next, to calculate the highest throughput per NR carrier, we choose the maximum number of subcarriers per NR carrier as  and TTI length 1 msec, corresponding to a channel bandwidth of 100 MHz. Also, note that, for a total number of 3300 subcarriers, and 12 subcarriers per PRB, 275 PRBs are used for the transmission. In each PRB, we assume that 144 REs are used for data transmission, while the remaining 24 REs are used for control signalling and reference signals. Hence, using 8 MIMO layers (which can carry 2 transport blocks according to a RAN1#88bis agreement), 256-QAM and 8/9 LDPC code rate (highest agreed LDPC code rate for NR data channel), the throughput per carrier becomes
 

Therefore, to reach 20 Gbps throughput for DL, at least 9 NR carriers are needed, and to reach 10 Gbps for UL, at least 5 NR carriers are required. We make the following observation:
Observation 1 Assuming 100 MHz channel bandwidth for NR and 3300 subcarriers within the BW, 256-QAM and 8/9 LDPC code rate for eMBB, NR needs 9 carriers to reach 20 Gbps DL throughput, and 5 carriers to reach 10 Gbps UL throughput. 

Note that according to the agreement, the maximum number of NR carriers is 16. This implies that in terms of resource allocation, the maximum throughput for NR is 36.05 Gbps. 

Throughput analysis: LDPC decoder’s perspective
In this section, we consider the relative amount of LDPC decoder parallelism required for decoding of transmissions with lower MCS index. Since the ITU requirement for 5G states that a peak throughput of 20 Gbps in DL and 10 Gbps in UL should be achieved, the LDPC decoder should at least have sufficient parallelism to handle 10/20 Gbps at the highest code rate of 8/9. However, the decoding latency for a given base graph depends on the number of edges, which in turn depends on the code rate of the codeword to decode. Therefore, an LDPC decoder that has sufficient parallelism to achieve 20 Gbps at code rate 8/9 may not be able to decode transmissions over the same amount of time-frequency resources that uses a lower MCS. 
The decoder latency for a transmission is given by
 

With a maximum code block length of , the number of code blocks can be calculated as

The latency per code block is proportional to the number of edges in the base graph, assuming a block parallel structure. We can therefore conclude that 

Hence, to capture decoder latency, we must calculate the number of edges in a base graph. In the following analysis we consider base graph 1 from [2]. In Figure 1, we illustrate the number of edges (normalized by the number of edges for rate 8/9) vs. code rate for the base graph.

[image: ]
[bookmark: _Ref481760900]Figure 1 – Number of edges for base graph 1 in ‎[2], normalized by the no. of edges for rate 8/9, vs. code rate
Next, in Figure 2, the number of edges (normalized by the number of edges for rate 8/9) is shown for different values of MCS index. Note that code rates within different modulation orders can be mapped to their corresponding MCS index in the MCS Table shown in the Appendix. Also, the zig-zag pattern comes from the fact that code rates within each modulation order in the MCS table increase, and then drop and further increase for the next modulation order (refer to the MCS table for more details). 
[image: ]
[bookmark: _Ref481744198]Figure 2 – Number of edges for base graph 1 in ‎[2], normalized by the number of edges for rate 8/9, vs. MCS index.

We now consider the relative amount of parallelism that the decoder may need to be able to decode transmissions with any MCS. To fulfil the ITU requirements on peak throughput, decoder hardware may be provisioned such that 10/20 Gbps is only achieved at the highest code rate 8/9, corresponding to the highest MCS index shown in the following figures. Figure 3 shows the normalized decoder latency versus MCS index, under the assumption that the amount of time-frequency resources used for the transmission is kept fixed. Also, the straight dashed line shows a borderline where throughput is limited by the channel decoder if it is only provisioned to reach peak date rate at code rate 8/9. The decoder latency is normalized by the decoder latency for the highest MCS index. 
The results can also be interpreted as the relative amount of parallelism that the decoder needs to be able to decode the transmission over fixed time-frequency resources with different MCS. For example, if MCS index 20 is used, the decoder needs around 1.4 times more parallelism to be able to decode the transmitted data compared to if the highest MCS is used. 
The normalized decoder latency accounts for the variations in decoder latency per code block due to the code rate, but also for the changes in the number of code blocks that can be transmitted over fixed time-frequency resources due to different modulation schemes. For example, if the code rate is kept fixed, the number of code blocks to be decoded are twice as many for 256-QAM as for 16-QAM, which implies that even though the decoder latency per codeblock is the same, the parallelism must be twice as high for 256-QAM to ensure that the transmitted data can be decoded. 
It can be understood from Figure 3 that there are several cases where decoder hardware provisioned to achieve the ITU requirements will not be able to decode a transmission over the same physical resources using lower MCS in the same time duration. When incremental redundancy retransmission at peak data rate are necessary, the decoder latency may become a serious issue since the receiver cannot finish decoding the combined received signals with possibly only half the code rate in the same duration as that for decoding the initial transmission.
[bookmark: _Ref481574169][image: ]
[bookmark: _Ref481604273]Figure 3 -- Normalized decoder latency vs. MCS index, assuming the same amount of time/frequency/space resource are allocated

Here, we highlight a distinction between the ideal throughput, derived in eq. (1), and the LDPC decoder throughput, derived in eq. (2) below. The decoder throughput takes into account the number of edges within a base graph for different code rates. Since decoder throughput is defined as the ratio between the number of info bits and decoder latency, then for a fixed amount of physical resources, it is inversely proportional to the number of edges in a base graph, i.e., 
                         (2)
Note that the decoder throughput is not a function of modulation order, but code rate is implicitly in the number of edges.
From LDPC decoder’s perspective, to compute decoder latency or throughput we count the number of edges in the LDPC base graph BG1 from [2] for different code rates corresponding to entries of the MCS table. The MCS table containing 256-QAM is used in the analysis here (see Appendix), which is defined for LTE DL. For the sake of consistency with BG1, we start the MCS index from 2 (above code rate 1/5) and terminate with the MCS index of 26 (below code rate of 8/9). 
Results in terms of normalized ideal throughput and decoder throughput versus MCS index are shown in Figure 4:
1. Ideal throughput (blue curve): We assume that the decoder latency is the same regardless of spectral efficiency (MCS index) such that throughput scales proportionally with spectral efficiency since the physical resources (time, frequency) is held constant. Throughput for this case is shown in Section ‎2, eq. (1). This scenario ignores the actual decoder implementation limitation and the throughput is simply a function of MCS index.

2. Decoder throughput (red curve): In practice, we are limited by a channel decoder with a certain decoder architecture that must accommodate the actual LDPC parity check matrices, or base graphs. For example, if a block parallel architecture is used in the LDPC decoder implementation, the latency is approximately proportionally to the number of edges. Hence, decoder throughput is inversely proportional to the number of edges in the base graphs, as shown by eq. (2).
As can be seen from the results, the highest throughput corresponds to the highest MCS index. When the code rate is reduced within each modulation order, the throughput/decoding latency is decreased/increased (resulting in a saw-tooth shape) and more parallelism may be needed to ensure that the received data can be decoded in time. 
From the scheduler perspective, the gNB needs to be assured that the UE can finish decoding in time regardless of MCS level signalled. Otherwise, the scheduler has to adjust the resource allocation amount together with the MCS, rather than being able to assign resource allocation and MCS independent of each other. Hence for the MCS sections (corresponding to 64-QAM and 256-QAM), where the “Decoder throughput” is lower than the “Ideal throughput”, more parallelism should be provided to push the “Decoder throughput” to at least match the “Ideal throughput”.

Observation 2 If a UE is categorized to be able to support X-Gbps throughput, the UE decoder has to increase the throughput at lower code rate region of 64-QAM and 256-QAM in order to satisfy the decoding latency requirement regardless of MCS scheduled. 

[image: ]
[bookmark: _Ref481662015]Figure 4 – Throughput (normalized by the throughput of code rate 8/9) vs. MCS index from two perspectives. “Ideal throughput”: decoding latency is assumed to be the same regardless of MCS, no limitation is assumed for channel decoding (eq. (1)). “Decoder throughput”: limitation is assumed for channel decoding such that throughput (or decoding latency) varies as the number of edges in a base graph changes with respect to code rate (eq. (2)).

We also highlight that the actual throughput cannot exceed the ideal throughput in practice, as the latter is not limited by channel decoding burden. Hence, as shown in Figure 5, the minimum of the ideal throughput and the decoder throughput, should be considered for actual throughput calculation from LDPC decoder’s perspective. From decoding latency perspective, if “Decoder throughput” is higher than “Ideal throughput”, then the decoder requires less time than the TTI to finish decoding the transport blocks, and the decoder can afford to stay idle till next TTI.

[bookmark: _Ref481167999][bookmark: _Ref481167993][image: ]
[bookmark: _Ref481746790]Figure 5 – Actual throughput seen by LDPC decoder vs. MCS index

We finalize this contribution with the following remark. The decoder latency issue may of course be solved by increasing the amount of parallelism in the decoder. This is however a costly solution which will only be utilized in the rare case of retransmissions at peak data rate. A better solution may be to for example allow the receiver to send ACK for one or more incorrectly received CBG, as long as the multi-bit HARQ feedback anyhow contains at least one NACK bit. In this way the receiver can itself moderate the amount of data that it will have to decode when the retransmission is received. Another way may be to allow the transmitter to limit the amount of data to transmit/retransmit, to make sure that the receiver will manage to decode in time for sending the HARQ feedback.
Observation 3 If decoder hardware is not provisioned to manage retransmissions at peak data rate, the receiver may not be able to finish decoding the combined received signals within the same duration as that for decoding the initial transmission. 

Conclusions
In this contribution we made the following observations: 
Observation 1 [bookmark: _In-sequence_SDU_delivery]Assuming 100 MHz channel bandwidth for NR and 3300 subcarriers within the BW, 256-QAM and 8/9 LDPC code rate for eMBB, NR needs 9 carriers to reach 20 Gbps DL throughput, and 5 carriers to reach 10 Gbps UL throughput. 
Observation 2 If a UE is categorized to be able to support X-Gbps throughput, the UE decoder has to increase the throughput at lower code rate region of 64-QAM amd 256-QAM in order to satisfy the decoding latency requirement regardless of MCS scheduled.
Observation 3 If decoder hardware is not provisioned to manage retransmissions at peak data rate, the receiver may not be able to finish decoding the combined received signals within the same duration as that for decoding the initial transmission. 
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Appendix
The MCS table defined for LTE DL containing 256-QAM is shown below.

	MCS
	Modulation
	Code rate
× 1024
	Spectral
efficiency

	0
	2
	120
	0.2344

	1
	2
	193
	0.3770

	2
	2
	308
	0.6016

	3
	2
	449
	0.8770

	4
	2
	602
	1.1758

	5
	4
	378
	1.4766

	6
	4
	434
	1.6953

	7
	4
	490
	1.9141

	8
	4
	553
	2.1602

	9
	4
	616
	2.4063

	10
	4
	658
	2.5703

	11
	6
	466
	2.7305

	12
	6
	517
	3.0293

	13
	6
	567
	3.3223

	14
	6
	616
	3.6094

	15
	6
	666
	3.9023

	16
	6
	719
	4.2129

	17
	6
	772
	4.5234

	18
	6
	822
	4.8164

	19
	6
	873
	5.1152

	20
	8
	682.5
	5.3320

	21
	8
	711
	5.5547

	22
	8
	754
	5.8906

	23
	8
	797
	6.2266

	24
	8
	841
	6.5703

	25
	8
	885
	6.9141

	26
	8
	916.5
	7.1602

	27
	8
	948
	7.4063

	28
	2
	reserved
	reserved

	29
	4
	
	

	30
	6
	
	

	31
	8
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