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Introduction
In the RAN1 NR AdHoc meeting, the following agreement on rate matching for LDPC codes was reached [1] :
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported

In RAN1#89, the following working assumption was reached.
	Working Assumption:
· The number of redundancy versions is at least 4
· FFS whether 8, 16 RVs should be available



It has already been agreed that the rate matching procedure for NR LDPC codes is based on a circular buffer. However, details of the starting locations for different redundancy versions (RVs), number of RVs, transmission of systematic bits that were punctured in the initial transmission, etc. are still not agreed. In this contribution, we consider these details of the rate matching procedure for NR LDPC codes.
Rate matching procedure
We depict the ‘circular buffer’ used for rate matching in a rectangular format, see Figure 1. The nb x Z rectangular format is used to illustrate that lifting size Z is applied to a base matrix of nb columns, resulting in a total of nb x Z coded bits. It is understood, however, that wrapping-around when reaching the end of the rectangle means that the buffer is circular. After encoding, the codeword bits are written into the circular buffer, starting with the systematic bits.
The NR LDPC code has been designed with built-in punctured systematic bits. These bits should therefore not be part of the circular buffer, see further discussion in Section 3. This means that the read-out of the bits from the circular buffer should start at the first non-punctured systematic bit, shown by the yellow dot in Figure 1.
If shortening is performed, i.e. the information bits are appended with bits of known value before encoding with the PCM, then the shortened bits are known and carry no information. Hence they should not be transmitted and should not be written into the circular buffer.
If the number of bits to transmit is smaller than the total number of bits in the circular buffer, then the bits left behind in the rectangle, hence not transmitted, are punctured. Furthermore, if the number of bits to transmit is larger than the total number of bits in the circular buffer, then the read-out procedure wraps around and some bits in the circular buffer are repeated, leading to the repetition effect of rate matching.



[bookmark: _Ref481226796]Figure 1: Circular buffer in rectangular format. The systematic bits and parity bits are read out row-wise, starting at the yellow dot.
Retransmissions
The circular buffer described above is also used to generate incremental redundancy retransmissions. In the first transmission, some bits are read out, starting from the beginning of the circular buffer (at the yellow dot). In case of a second transmission, an additional number of bits are read out. While the read out of each retransmission may start anywhere in the rectangular shaped circular buffer, preferably the read-out starts close to where the read-out for the previous transmission ended, because of the agreed raptor-like structure of the NR LDPC parity-check matrices.
We see three different options for selecting number of RVs and corresponding circular buffer starting position:
1) Use 4 RVs with fixed circular buffer starting positions as in LTE. 
2) Increase the number of RVs, so that a RV that corresponds to a starting position in the circular buffer close to the end of the previous transmission can be selected for the retransmission.
3) Let the retransmission start from the end of the previous transmission.
In the following we will discuss each of the alternatives further. 
In alternative 1), only two bits in DCI are needed to signal the current redundancy version. This is a good compromise between RV granularity and DCI size.
In alternative 2), the size of the DCI increases when the number of RVs is increased. However, with a higher number of RVs with distinct circular buffer starting positions, it is possible to select a RV with starting position closer to where the read-out for the previous transmission ended. It was shown in [2] that the performance of a retransmission is around 0.6 dB better if sequential retransmission, as in alternative 3), is considered instead of only 4 RVs as in alternative 1). For alternative 2), this corresponds to one RV per bit in the circular buffer and can be seen as an upper limit on what can be achieved by increasing the number of RVs. For the case shown in [2], at 10% BLER, the performance increases with 5.6 dB with the first retransmission if only 4 RVs are considered and with 6.1 dB if sequential retransmission is considered. It should also be noted that this performance improvement is seen when the first transmission has code rate 8/9. If the first transmission utilizes a lower code rate and repetition is partly used for the retransmission, then the performance improvement is even smaller. Based on this discussion, we find that an increased number of RVs, which increases the DCI load, may not be beneficial in terms of system throughput.
Alternative 3) obviously gives the best retransmission performance. However, it may cause problems if the transmitter and receiver have different views on where the previous transmission ended. All possible error cases must be avoided since different views on the starting position significantly degrades the performance. If the receiver writes a received codeword into the wrong place in the soft buffer, it is likely that successful decoding is not achieved until the soft buffer is flushed before retransmission. Typically, this only happens at retransmissions from higher layers. The modest performance improvement achieved when the transmitter and receiver shares the view of the starting position does not justify the significant performance loss if errors occurs that results in the receiver using the wrong starting position. This suggests that sequential retransmissions should be avoided.
[bookmark: _Toc481506117][bookmark: _Toc481516871]NR should use 4 RVs with fixed circular buffer starting positions, as in LTE. 
[bookmark: _Ref481228028]Built-in puncturing of systematic bits
The NR LDPC codes are designed with built-in puncturing of systematic bits. A bit simplified we can say that the design process aims at finding the base graph that yields the lowest threshold given that the first  variable nodes are punctured. This design choice has been shown to significantly reduce the threshold of the LDPC code and thereby improve the BLER performance of the code in the waterfall region.
In the agreed base matrix dimensions, two systematic columns are assumed to be punctured for both BG#1 and BG#2
· Number of info bit columns: kb;
· Max number of parity bit columns: mb,max;
· Max number of coded bit columns before puncturing of systematic columns: nb,max = kb + mb,max;
· When two systematic columns are punctured, lowest code rate Rmin = kb,max / (nb,max - 2);

Table 1. Dimensions of BG1 and BG2, where 2 systematic columns are punctured
	
	kb
	mb,max
	nb,max
	Rmin

	BG#1
	22
	46
	68
	22/(68-2) = 1/3

	BG#2
	10
	42
	52
	10/(52-2) = 1/5



Since the codes are designed for built-in puncturing, the corresponding systematic bits should always be transmitted, and not be transmitted. This holds also for rate matching through repetition, which is needed if the desired code rate is lower than the lowest code rate for which the base graph is designed. This may be the case in the first transmission, but is more likely to happen in retransmissions. If such a low code rate is desired, i.e. there are not enough bits in the circular buffer to achieve this low code rate, the read-out from the circular buffer should wrap around and start again from the beginning of the circular buffer. Here there are two choices:
a) Skip the punctured systematic bits.
b) Include the punctured systematic bits in the circular buffer and transmit them before performing rate matching through repetition.
We show that a) should be selected. First, rate matching through repetition can be seen as simply increasing the SNR of each repeated variable node. Since the design does not take the SNR of the variable nodes into account, but assumes that all transmitted (not punctured) nodes have the same SNR, repetition of all transmitted bits simply correspond to the case where the first transmission occurred at 3 dB higher SNR. That is, the code is still designed under the assumption that the first systematic nodes are punctured.
Secondly, our simulation results presented in Section 3.1 show that a) always gives slightly better performance than b). In addition, the circular buffer of a) will contain fewer bits than the circular buffer of b). This means that the receiver can have a slightly smaller soft buffer if a) is selected.
[bookmark: _Toc481511372][bookmark: _Toc481516873]The performance is slightly better if the punctured systematic bits are not included in the circular buffer, i.e. they are not transmitted even if repetition is needed.
[bookmark: _Toc481511373][bookmark: _Toc481516874]A smaller receiver soft buffer may be used if the punctured systematic bits are not included in the circular buffer.
[bookmark: _Toc481516872]The punctured systematic bits should not be included in the circular buffer. That is, repetition of already transmitted bits is preferred compared to transmission of punctured systematic bits.
[bookmark: _Ref481516588]Simulation results
We have considered LDPC codes from [3] and [4], using both code extension to code rate 1/3 and 1/5, and an information block length of K = 1000 and K = 8000 bits. All results show that there is either a small performance benefit by not transmitting the built-in punctured systematic bits or there is no performance difference at all. In the figures below the legend “Punctured” corresponds to the case where the built-in punctured systematic bits are never transmitted. The legend “Transmitted” corresponds to the case where the built-in punctured systematic bits are first punctured, but in case the end of the circular buffer is reached, the built-in punctured systematic bits are transmitted before the already transmitted bits are repeated.
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Figure 2: LDPC code from [3], base graph 1. Code extension to rate 1/3. Information block length K=1000 bits.
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Figure 3: LDPC code from [4], family “high 2”. Code extension to rate 1/3. Information block length K=1000 bits.
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Figure 4: LDPC code from [4], family “low”. Code extension to rate 1/5. Information block length K=1000 bits.
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Figure 5: LDPC code from [3], base graph 1. Code extension to rate 1/3. Information block length K=8000 bits.
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Figure 6: LDPC code from [4], family “high 2”. Code extension to rate 1/3. Information block length K=8000 bits.
[bookmark: _Ref178064866]Conclusion
In this contribution, we made the following observations:
Observation 1	The performance is slightly better if the punctured systematic bits are not included in the circular buffer, i.e. they are not transmitted even if repetition is needed.
Observation 2	A smaller receiver soft buffer may be used if the punctured systematic bits are not included in the circular buffer.

Based on the discussion and the observations we have the following proposals:
Proposal 1	NR should use 4 RVs with fixed circular buffer starting positions, as in LTE.
Proposal 2	The punctured systematic bits should not be included in the circular buffer. That is, repetition of already transmitted bits is preferred compared to transmission of punctured systematic bits.
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